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ABSTRACT

Refined WS2 rectangular nanoplates were synthesized employing solvothermal

method. X-ray diffraction results confirmed the crystalline nature of the sample

without undesirable phases. Scanning electron microscopy (SEM) and trans-

mission electron microscopy analyses show that the powder consists of rect-

angular nanoplates having thickness below * 100 nm. UV–Vis–NIR studies

show absorption around near infra-red (NIR) region signifying its application as

a photothermal agent in photothermal therapy. Surface area and porosity of the

samples were studied using N2 adsorption–desorption isotherm and Barrett–

Joyner–Halenda pore size distribution curve. Photothermal responses (PTR) of

WS2 nanoplates at different concentrations were studied. It was observed that

within 10 min of irradiation (NIR laser of wavelength-808 nm), WS2 nanoplates

with 0.4 mg/mL concentration reach a temperature of 45 �C which is sufficient

to kill tumor cells. Photothermal response of WS2 nanoplate suspension recor-

ded after one day exhibited very small diminution in photothermal perfor-

mance. Dynamic light scattering (DLS) and absorption studies were employed

for explaining the photothermal response of WS2 nanoplates. Stability of WS2
nanoplate suspension at different pH values were studied by measuring zeta

potential and the suspension exhibited good stability in the pH range 4–10. WS2
nanoplate suspensions exhibited reasonably good reproducibility and hence

consistency in PTR, which were investigated by noting polydispersity index,

zeta potential, and drawing PTR curves at different trials. Finally, the capability

of simple and fast DLS technique to measure the lateral size of WS2 nanosheets

in the suspension, correlating with SEM analysis was exploited.
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1 Introduction

Transition metal dichalcogenides (TMDs) such as

molybdenum disulfide (MoS2) and tungsten disulfide

(WS2) have recently attracted enormous interest due

to their fascinating physicochemical properties aris-

ing from altering its no of layers, 2D nanostructure,

and preparation conditions [1, 2]. Due to these

unique characteristics, they have wide applications in

catalysis, lithium ion batteries, hydrogen evolution,

optoelectronics, biomedical applications, and many

others [3, 4]. Among the various TMDs, WS2-2D

structures have drawn particular attention with lay-

ered structure formed by unit S-W-S atomic tri-layers

stacked together via van der Waals interactions. They

have favorable structural, optical, electronic, chemi-

cal, and thermal properties that enable them to stand

as an apt candidate for variety of applications [5, 6].

WS2 nanoplates can be synthesized using various

methods such as solvothermal methods, thermal

evaporation of WO3 and S powder, thermal decom-

position of (NH4)2WS4, solid phase reaction, reaction

under autogenic pressure at elevated temperature

(RAPET), sulfuration of WO3 etc. [7–12]. But most of

these methods are complex and encountering the

issues of refinement level, uniformity in the prepared

samples.

Photothermal therapy (PTT) is an emerging phys-

ical tumor therapy modality that can be employed as

an alternative or supplement to conventional cancer

treatments such as surgery, radiation therapy, and

chemotherapy. In PTT, near-infrared (NIR) light-ab-

sorbing agents (photothermal agent) in tumor tissue

absorb and transduce near infrared light into heat

that results in thermal ablation of solid tumor. NIR

(808 nm in particular) laser employed in PTT can

penetrate skin and tissues to a reasonable depth

without damaging the healthy tissues. Compared to

current cancer treating protocols PTT is gentle, less

invasive, and inexpensive technique that offers

highly localized and specific tumor treatment with

high therapeutic efficiency and mitigated side effects

[13–16]. The effectiveness of PTT lies in the devel-

opment of highly efficient photo-absorber that is

biocompatible and easily prepared. There have been

extensive researches on various types of photother-

mal agents (PTA). One among them is carbon-based

materials which include carbon nano-tubes, gra-

phene, and conductive polymers. But the downsides

such as toxicity, photobleaching, and inadequate

photothermal conversion efficiency have declined

their clinical translation potentials. Noble metal

nanostructures including Pd-based nanosheets and

Au nanostructures have also been explored. How-

ever, the poor biocompatibility and low photother-

mal stability have hindered their wide spread

application potentials. The last type is 2D TMDs

including WS2 and MoS2 nanosheets [15, 16]. TMD

nanostructures are excellent candidates for pho-

tothermal agent in PTT due to their absorption of

tissue penetrating NIR light, high specific surface

area, biocompatibility, and photostability [13–16].

Superior interest in tungsten based 2D nanostruc-

tures lies in the fact that it could be function as an

ideal multifunctional nano-platform for bio-imaging,

drug delivery, and PTT. Strong X-ray attenuation

ability of tungsten, sheet like structure with a high

surface area, and broad NIR absorption of WS2 vali-

dates the aforesaid applications [14].

Present paper reports, for the first time:

solvothermal synthesis, systematic study, and

exploitation of highly refined rectangular WS2 nano-

plates as photothermal agent for PTT. Stability and

reproducibility related study of PTA suspension are

very essential for consistent photothermal response.

As far as the authors are aware, there are not much

attempts in this regard. To address this issue, we

have employed simple, fast, and straightforward

dynamic light scattering (DLS) measurements for the

first time to investigate stability and reproducibility

of WS2 nanoplate suspension. Moreover, since pho-

tothermal studies are conducted on WS2 aqueous

suspension, in situ characterization techniques like

DLS are more useful. It will be inaccurate and tedious

to analyze nanoplate dimension and behavior in

powdered form for PTT studies due to nanoplate

aggregation [17–19]. Stability of the suspension with

aging was studied by monitoring average hydrody-

namic size and zeta potential. As the stability of

photothermal agent in various pH environments

have paramount importance when utilized them for

clinical trials, zeta potential measurements were

effectively used to study this facet. The extent of

reproducibility, a crucial factor that determines con-

sistency in photothermal response was investigated

by monitoring polydispersity index and zeta poten-

tial of WS2 nanoplate suspension prepared in differ-

ent trials. Usually atomic force microscopy (AFM) or

transmission electron microscopy (TEM) or scanning

electron microscopy (SEM) techniques has to be
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employed to study the extent of homogeneity of PTA

suspension prepared in different trials, which is

tedious and can be inaccurate due to nanoplate

aggregation in powdered form. To address this issue,

attempts were made to obtain lateral size of

nanosheets from particle size distribution of simple

DLS measurements.

2 Experimental

2.1 Materials and methods

For the preparation of WS2 nanoplates, 0.8 mmol

ammonium tungstate hydrate [(NH4)6H2W12O40

�xH2O] and 25 mmol of sublimed sulfur powder were

dissolved in 35 mL of N-methyl-2-pyrrolidone

(NMP). The mixture was vigorously shaken to form a

homogeneous solution. Then the solution was trans-

ferred to a 50 mL Teflon-lined stainless steel auto-

clave and placed in a high temperature furnace.

Solvothermal reaction was carried out at 230 �C for

24 h. The precipitate formed was collected by cen-

trifuging followed by washing with distilled water

and ethanol. The black powder was finally dried to

form WS2 powder.

2.2 Characterization

X-Ray diffraction studies were conducted using

PANalytical X’pert PRO high resolution X-ray

diffractometer (HRXRD) with CuKa (k = 1.5418 Å)

radiation. Size and shape of nanosheets in powdered

form were analyzed using scanning electron micro-

scopy (SEM) on a JEOL, JSM-840 system. Elemental

analysis of the prepared powder was done using

Energy Dispersive X-ray (EDAX) analysis in SEM.

High-resolution transmission electron microscopy

(HRTEM) images of the prepared samples were taken

using JEOL-JEM 3010 instrument. Optical absorbance

spectra of the samples were recorded using JASCO

V-570 model UV–Vis–NIR spectrophotometer. Sur-

face area and porosity analysis of the sample were

accomplished using a high performance gas and

vapor adsorption instrument (BELSORP-max, Bel

Japan). Dynamic light scattering (DLS) experiments

were performed on WS2 nanosheet suspension using

SZ-100 nanoparticle analyzer (Horiba Scientific).

2.3 Photothermal study

For photothermal experiments, WS2 nanosheets sus-

pension taken in plastic tube (10 9 10 9 20 mm3)

was irradiated with NIR laser having wavelength of

808 nm and spot size of 0.75 cm2. Power density and

laser to sample distance were fixed as 1.5 W/cm2 and

10 cm, respectively. The temperature of the suspen-

sion was recorded using a digital thermometer (ac-

curacy 0.1 �C).

3 Results and discussion

XRD graph of the prepared sample (Fig. 1) revealed

various diffraction peaks, implying the existence of

different planes matching with highly crystalline

hexagonal structure of WS2 (JCPDS card no. 87-2417).

The peaks at *15.24�, 33.40�, and 58.55� are corre-

sponding to (002), (101), and (110) planes of WS2 [3].

Absence of any other remarkable peaks in XRD pat-

tern designates highly refined WS2 nanoplates with-

out oxides and sulfides impurities.

The morphology and nanostructure of the pre-

pared samples were analyzed by SEM and TEM. SEM

analysis (Fig. 2) indicates the presence of large

number of regular nanoplates having rectangular

shape with length of about 300–600 nm, width of

about 200–300 nm and thickness below 100 nm. The

chemical compositions of these nanoplates were

unveiled by EDAX as shown in Fig. 3a. The peaks of

W and S elements are detected in the spectrum. Small

Fig. 1 XRD pattern of WS2 powder
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traces of oxygen was also identified, which cant affect

the refinement level of the sample as XRD analyses

does not gives any clue regarding oxide phases in the

sample. The elemental mapping (Fig. 3b) revealed

the homogeneous distribution of W and S elements in

the whole sample. To further disclose the morphol-

ogy and nanostructure of the synthesized material,

TEM measurements were performed (Fig. 4). It can

be inferred from TEM images that the powder con-

sists of rectangular shaped nanoplates. TEM images

are in good agreement with the morphology as pre-

sented in the SEM pictures.

The UV–Vis–NIR absorption spectrum of WS2
nanoplates (Fig. 5) exhibited excellent absorption in

NIR region upto 925 nm. Band gap of the sample was

estimated to be 1.37 eV. Due to such strong optical

absorption in the NIR region, prepared samples can

be excellent aspirant for NIR laser (808 nm) induced

PTT [3, 15]. It was also observed a slight decrease in

absorbance when the nanoplate suspension was kept

for 1 day, caused by possible nanoplate aggregation

Fig. 2 SEM images of

different regions of the sample

Fig. 3 a EDAX spectrum

b elemental mappings of WS2
nanoplates

  385 Page 4 of 10 J Mater Sci: Mater Electron          (2023) 34:385 



over time [15]. Porosity and surface area of WS2
nanoplates are key factors that affect the extent of

NIR light absorption and subsequent heat generation.

To study the sample in this aspect, N2 adsorption–

desorption isotherm and Barrett–Joyner–Halenda

(BJH) pore size distribution curve were plotted at

77 K (Fig. 6). Sample shows type IV isotherm, char-

acteristic of a mesoporous material. The Brunauer–

Emmett–Teller (BET) equation was employed to

estimate the specific surface area (2.51 m2/g) of the

sample. Since there are not much works related to

BET analysis of WS2 nanoplates of same kind as

reported in the present work, specific surface area of

the sample can be compared with reported values of

WS2 nanoplates (4 m2/g) by Pol etal, WS2 nanosheets

(0.5816 m2/g) by Khataee etal and Dai etal (5.419 m2/

g) [11, 20–22]. Pore volume and mean pore diameter

for WS2 nanoplates evaluated using BJH method are

0.0023 cm3/g and 3.73 nm, respectively. Surface area

and porosity measurements designate reasonably

good values that can ensure satisfactory photother-

mal effect of the prepared WS2 nanoplate suspension

[20, 21].

Photothermal conversion capabilities of the WS2
nanoplates were studied by irradiating its aqueous

solution with 808 nm laser (1.5 Wcm-2). Light to heat

conversion mechanism of WS2 nanoplates relies on

multiphonon relaxation of excited states. Synthesized

nanoplates have a broad NIR absorption band. Fol-

lowing to the irradiation with 808 nm laser, excited

PTT agent undergoes nonradiative vibrational relax-

ation by collision with surrounding molecules. This

process heats up the water molecules [23, 24]. Trials

were conducted by varying the concentration of WS2

Fig. 4 TEM images of the

sample

Fig. 5 UV–Vis–NIR spectra of aqueous WS2 nanoplate

dispersion
Fig. 6 Nitrogen adsorption–desorption isotherm of WS2
nanoplates. The BJH pore size distribution curve is shown as inset
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nanosheets in the range 0.05–0.6 mg/mL. Photother-

mal response of pure water was also monitored and

observed no significant temperature change because

water has almost no absorption at 808 nm. Pho-

tothermal heating curves of pure water and WS2
nanoplates at different concentrations are shown in

Fig. 7. The rate of increase in the temperature is

positively correlated with the concentration of WS2
nanoplates under laser irradiation. This is because;

high concentration of WS2 nanoplates improves its

NIR photon absorption capability resulting in better

heat conversion efficiency. After initial rapid

increase, the heating rate was lowered due to faster

heat loss at higher temperatures [15]. For practical

PTT application, it is desirable to get good pho-

tothermal conversion for smaller concentration of

PTT agent and irradiation time. Present studies show

that for a concentration of 0.4 mg/mL, temperature

of the suspension reaches around 45�C within 10 min

of laser irradiation. Most of the tumor cells can be

killed in this temperature range [3, 25]. Photothermal

stability of nanoplates at 0.4 mg/mL was studied by

recording temperature of the suspension for 5 cycles

of laser irradiation. Each cycle takes 25 min in which

15 min for laser irradiation and 10 min for returning

the temperature of suspension to initial value.

Nanoplate suspension exhibited excellent photother-

mal stability by displaying temperature 51 ± 1.2�C
for 15 min of laser irradiation in each cycle.

Charge and size distribution profile of nanoplate

suspension in water is crucial to elucidate their

photothermal effect and stability. For comprehensive

analysis in this concern, DLS measurements were

performed on 0.4 mg/mL nanoplate suspension.

Visibly, these nanoplates are highly hydrophilic and

readily dispersed in water. DLS data revealed that

the average hydrodynamic sizes of the WS2 nano-

plates are 215 nm and the suspension is uniform with

no large agglomerates (Fig. 8a). The nanoplate sus-

pension obtained has an obvious Tyndall effect,

designating the presence of freestanding and homo-

geneous distribution of nanoplates making them

excellent candidate for PTT agent [26]. Zeta potential

is a key physicochemical parameter that impacts the

stability of nano suspensions. Stable suspensions

must have extremely positive or negative zeta

potential values (with magnitude) that ensure larger

repulsive forces [27, 28]. Average zeta potential for

WS2 nanoplates in water is -37 mV, which indicates

high colloidal stability of the suspension (Fig. 8b).

Photothermal performance of WS2 nanoplate sus-

pension with aging was also monitored (Fig. 9a).

Photothermal performance of the sample was found

to decrease by a small extend when kept for one day.

The result is expected as we observed that there is a

slight decrease in NIR photon absorption for sus-

pensions kept for one day (Fig. 5). DLS results also

disclose that the average hydrodynamic size of these

nanoplates have not varied significantly even after

one day, denoting stable dispersion without particle

aggregation (Fig. 9b). All these results point towards

the excellent stability of nanoplate suspension [15].

Stability of photothermal agent at environments

having different pH values are of great importance

while dealing with their practical applications. Value

of zeta potential, which indicates dispersion stability,

was monitored for WS2 nanoplate suspension at dif-

ferent pH values. The pH of the suspension was

adjusted by adding 0.01 M NaOH solution. It was

observed that zeta potential value increases as the

value of pH increases (Fig. 9c). WS2 nanoplate sus-

pension have negative zeta potential (-37 mV) at pH

value of 4. If more alkali (NaOH) is added to this

suspension, the nanoplates tend to acquire more

negative charge. That’s why zeta potential increases

with pH value. Shalom etal also observed similar

variation in zeta potential with pH for WS2 nano

platelets [29]. In general WS2 nanoplate suspension is

stable in the pH range 4–10 [30, 31].

Fig. 7 Photothermal heating curves of pure water and WS2
nanoplate suspension with different concentrations under 808 nm

laser irradiation having power density of 1.5 Wcm.-2
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Fig. 8 a The size distribution and b zeta potential of WS2 nanoplates measured by DLS

Fig. 9 a Photothermal conversion curves of WS2 nanoplate and b aggregation stability of WS2 nanoplate suspension studied over time

c variation in zeta potential of WS2 nanoplate suspension with pH
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Preparations of reproducible suspension of nanos-

tructures are the basic requirement in photothermal

therapy related experiments. Reproducibility of a

suspension is mainly governed by size distribution,

shape, and surface charge of their particles. DLS

studies were employed to investigate the repro-

ducibility of WS2 nanoplate suspension prepared at

different times (maintaining same concentration of

0.4 mg/mL) by monitoring polydispersity index and

mean zeta potential (Fig. 10). For 5 trials, zeta

potential values were in the range – (37 ± 4) mV and

polydispersity index values in the range 0.76 ± 0.37.

For each trial, photothermal heating curves were

drawn and temperature after 10 min of NIR laser

irradiation was found to be in the range 46.9 ± 1.9

�C. Range of zeta potential and polydispersity index

was within the range for good colloidal stability

[27, 32–34]. As a result, the measured temperature of

WS2 nanoplate suspension is almost consistent in all

the trials.

In order to check the extent of homogeneity of the

WS2 suspensions prepared in different trials, DLS

and SEM measurements were taken in each trial. It

was observed that for each trial, there is a clear cor-

relation between the peak of the particle size distri-

bution as obtained by the DLS study and the

nanosheet length (L) as measured by SEM (Fig. 11).

The values can be correlated to some extent using the

equation

L ¼ 0:07� 0:03ð Þd1:5�0:15

where d is hydrodynamic radius obtained from DLS

measurements [17, 35].

Generally atomic force microscopy or transmission

electron microscopy was used for measuring length

of nanosheets or nanoplates. These methods are

tedious and can be inaccurate due to nanosheet

aggregation during deposition from the dispersion.

But DLS is a simple, straightforward, and fast in situ

method that uses equipment which is commonly

available. From the above observations it is clear that

Fig. 10 Variations in

polydispersity index, zeta

potential, and temperature

(after 10 min of NIR laser

irradiation) for WS2 nanoplate

suspension for different trials

Fig. 11 Comparison of lateral size and hydrodynamic size of WS2
nano plates for different trials obtained from SEM and DLS

measurements
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if the DLS data is calibrated once using SEM data,

DLS data can provide information about the length of

the suspended nanoplates.

4 Conclusion

Highly refined rectangular shaped WS2 nanoplates

were prepared through solvothermal method and

characterized using XRD, SEM, TEM, N2 adsorption–

desorption isotherm, and BET analysis. UV–Vis–NIR

absorption spectrum of the samples shows remark-

able absorption in NIR region and hence used as

photothermal agent for photothermal therapy. Even

for a concentration of 0.4 mg/mL, the temperature of

WS2 suspension reaches around 45 �C within 10 min

of laser irradiation, which is enough to destroy many

cancer cells. WS2 suspension also showed excellent

photothermal stability and reproducibility which are

essential in photothermal therapy. Attempts were

done to study the photothermal performance of WS2
nanoplate suspension by monitoring size and charge

distribution using DLS method. Average sizes of the

WS2 plates are 215 nm without large agglomerates

and average zeta potential is -37 mV, indicating high

colloidal stability. Photothermal performance of WS2
suspension does have small depreciation even the

suspension kept for one day. Small decrease in

absorption as indicated in UV–Vis–NIR absorption

studies and no drastic variation in hydrodynamic

radius support above results. Zeta potential of the

suspension increase as pH of the medium increases,

indicating excellent stability of prepared suspension

at different pH environments. Finally, attempts were

performed for correlating peak of the particle size

distribution as obtained by the DLS study and the

nanoplate length as measured by SEM and it revealed

satisfactory correlation between the two.
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Abstract. Third order nonlinear optical properties of salen Schiff base complexes (1-4) functionalized with different 
electron donor acceptor groups (DA groups) were investigated in solution state via Z-Scan technique with Nd;YAG laser 
source. Among the two different complexes (Ni(II) and Cu(II)), having same DA ligands; the one with Cu(II) centre shows 
highest response -conjugation exhibit highest third order NLO activity. Electron 
donating substituent present in the imine spacer also affects the nonlinear response of the compound and also indicates that 
nonlinear optical (NLO) response of an inorganic material can be fine-tuned by the proper selection of central metal atom 
as well as the organic counterpart. 

INTRODUCTION 

The materials with large macroscopic nonlinearities have great interdisciplinary interest as the design and synthesis 
of these materials are hot topic in the research field in modern chemistry, physics and material science.1-3 The 
multifaced application of NLO materials include signal processing, bioimaging, optical switching etc. From the early 
time itself different organic molecules and polymers were reported as NLO active materials and later on the inorganic 
chemists explored this field employing metal complexes.  Among the various NLO active materials, inorganic 
complexes draw great attention since one can make use of the advantages of both inorganic and organic moieties. The 
metal atom present in these complexes can impart structural rigidity and can alter the properties of organic ligands so 
as to tune for better NLO responses.4, 5 Among the various transition metal complexes, complexes of Schiff bases 
possess relatively large hyper polarizabilities due to the delocalization 
molecules.6, 7 

In short, successful synthesis of nonlinear optical materials can be developed for commercial device -applications 
like optical limiters, optical switching, optical phase conjugation etc.8, 9  As far as salen-type Schiff bases and their 
complexes are concerned this field is still in its infancy since third order nonlinear property study and reports on these 
ligand systems and their complexes are very rare to find in the literature. 
 

MATERIALS AND METHODS 

General Information 

All reagents and solvents used for the syntheses and studies were of analytical grade and used without further 
purification. 
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Syntheses 

We have synthesized five different nickel complexes using bicompartmental salen Schiff base ligands via [ 2+1] 
condensation reaction (Figure 1).10 All the complexes reported are synthesized by adopting one pot method. The 
aldehyde and diamines were mixed in 1:2 molar ratios for about 2 hours in acetonitrile solvent. Once the ligand 
formation is confirmed, the metal salt was added to the same reaction mixture in 1:1 ratio for complexation.  

 

FIGURE 1. Synthetic route for the formation of salen compounds (1-4). 
 

Physical Measurements 

Elemental analyses (C, H and N) were performed in Vario EL III CHNS elemental analyser. IR spectra of the 
compounds were recorded on a JASCO FT-IR-5300 Spectrometer and electronic absorption spectra of the compounds 
were taken on a Thermo scientific Evolution 220 spectrophotometer. 1H NMR spectra of the ligands and compounds 
were recorded in Bruker AVANCE II 500 NMR Spectrometer using CDCl3 as solvent. The Z-scan measurements 
were done with a Q switched Nd:YAG laser (Quanta-Ray INDI-40) of 7 ns pulse width and 10 Hz repetition rate 
operating at 532 nm wavelength as the excitation source and the energy of reference and transmitted beam energy 
were measured from RjP-735, Laser Probe, USA. The ratiometric measurements of energy were done using Rj-7620, 
Laser Probe Corp., USA.  Single-crystal analyses were performed on a Bruker SMART APEX diffractometer, 
equipped with a graphite crystal incident-beam monochromator, and a fine focus 
Å) as the X-ray source. 
 

RESULTS AND DISCUSSIONS 

Characterization Of Compounds 1 to 4 

Compound 1 (CuL1) : Yield (79.3%); FTIR/cm-1 (KBr) 3504 ( OH assy), 3481 ( OH sy)  2942 (CHst), 1614 (C=N), 
1473 (Ar C=C), 1352 (C-O phenolic), 1242 (C-O ethoxy). Anal.calc. for C, 59.56; H, 5.00; N, 5.79; Found C, 60.18; H, 
5.17; N, 5.52. 

Compound 2 (NiL1): Yield (74.2%); FTIR/cm-1 (KBr) 3557 ( OH assy), 3507 ( OH sy) 2945 (CHst), 1618 (C=N), 
1468 (Ar C=C), 1364 (C-O phenolic), 1241 (C-O ethoxy), Anal.calc. for C24 H24 N2 Ni O5: C, 60.16; H, 5.05; N, 5.85; 
Found: C, 60.24; H, 4.97; N, 6.12. 

Compound 3 (NiL2): Yield (76.4%); FT IR/cm-1 (KBr) 3566 ( OHassy), 3514 ( OH sy) 2928 (CHst), 1621 (C=N), 
1463 (Ar C=C), 1389 (C-Ophenolic), 1241 (C-O ethoxy), Anal. calc. for C22 H28 Ni N2O4: C, 57.55; H, 6.15; N, 6.10; 
Found: C, 57.22; H, 5.82; N, 6.44. 

Compound 4  (NiL3): Yield (76.8%); FT IR/cm-1 (KBr) 3452 ( OHst), 2947 (CHst), 1623 (C=N), 1451 (Ar C=C), 
1327 (C-Ophenolic), 122 (C-Oethoxy), Anal.calc. for C21H24Ni N2O4: C, 59.05; H, 5.66 ;N, 6.56. Found C, 59.02 ;H, 5.68; 
N, 6.57%. 
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Nonlinear Optical Properties 

It is reported that in a given set of salen-type Schiff base metal compounds with different central metal ions, Cu(II) 
and Ni(II) compounds show the most nonlinear absorption.11-14  So compounds containing Cu(II) and Ni(II) metal 
ions were selected for the study.  As far as the ligand systems are concerned, H2L1 was the first choice since it 
represents the system with o- -

-electrons, a criterion to enhance NLO activity.15  Moreover, it 
-systems of the ligands and the additional energy 

levels introduced by the presence of the metal.  The second ligand system chosen was H2L2 which contains donor 
methyl carbon groups attached to the two carbons intervening the two nitrogen atoms of the diimine spacer group.  
These donor groups can pump electrons to the system which again assists in the NLO activity.  For the measurements, 
liquid samples of concentration 1 × 10 5 mol/L were prepared in DMSO.   

Here, we have synthesized four different Ni(II)/Cu(II) complexes having different spacer groups in order to study 
the nonlinear optical behavior and also the effect of substituent in their nonlinear behavior. The samples were prepared 
in DMSO solution having 10-5 M concentration and the Z scan curve of all the four compounds show a decrease in 
transmittance with the increase of intensity which evidences \RSA (Fig. 2). The obtained results can be fitted, TPA 

and two photon cross section were determined (Table 1). A blank experiment with the solvent was also 
conducted and confirm that the solvent has no significant effect on NLO activity of the synthesized compounds. 

 

TABLE 1. Calculated values of two photon absorption coefficients ( ) and imaginary part of third order susceptibility ( ) 
of compounds (1 to 4) at 532 nm. 

Compounds 

Two photon 

absorption 

-10 

m/W) 

Two photon cross 

 

(3) 

 (10-6 esu) 

    

1  4.62 2864 19.86 

2 2.58 1599 11.08 

3 1.64 1016 7.28 

4 1.28 793 5.46 

 

Substituents Effect on NLO Responses 

In order to find the structural effect on NLO activity of salen Ni(II)/Cu(II) compounds, We have measured two 
photon absorption (3)) by open aperture  z-scan technique. 
Only those materials having high value of susceptibility are suitable for nonlinear optics. On comparing the same 

compounds, 1 and 2 bearing o-phenylene imine groups have the highest value of two photon absorption coefficients 
( ). Comparing 3 and 4, compound 3 shows highest NLO response due to the presence of one additional +I group 
present which pumps electrons to the central metal atom.  Also, It can be concluded that among the tested compounds, 
compounds having the same ligand system, always Cu(II) compound shows the highest NLO absorption which is in 
agreement with the reported literature.12  Jahn-Teller distortion of d9 Cu(II) metal ion can be credited to this 
phenomenon where by the magnitude of splitting of electronic energy levels are higher than other first row transition 
metals.  This results in the easy transfer of electrons between ligand system and the metal.16  This reveals the fact that, 
besides changing the electronic structure of the ligand system, the NLO response can be fine-tuned by using a metal 
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FIGURE 2. 1 to 4.  

(Red line is the theoretical fit to the experimental data) 
 

CONCLUSION 

In this work, we report four salen Ni(II)/Cu(II) complexes with excellent non-linear optical activity. Third order 
nonlinear optical (NLO) activity of the complexes were probed using laser pulses of wavelength 532 nm by employing 
open aperture Z-scan technique. Compound 1 and 2 belonging to the salophen family (o-phenylene diimine spacer 
group) exhibited the highest activity followed by 3 which has an 1,2-diimino propane spacer group. Among the 
salophen compounds, one with Cu(II) at the centre exhibits highest activity over the other.These observations reveal 
that proper tuning of delocalization by introducing different substituent at the organic ligand moiety and the metal 
center will enhances the optical nonlinearity. 
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Abstract. This work puts forth the fuzzy Z+ Transform concept.. A simple definition is provided. Some Examples are used 

to study related properties.. Using this properties difference equations of fuzzy  is solved.  

Keywords :Fuzzy valued functions , Fuzzy number ,Fuzzy set, Z+ Transform of Fuzzy ,  Inverse Z+Transform on Fuzzy 

INTRODUCTION 
Different types of transforms of classical mechanics like Laplace and Fourier are an effective tool for solving 

differential equations and analysing continuous signals. They work by converting a space of regular functions into a 

space of special functions that makes computing significantly simpler. 

Z+ Transform is considered as the Laplace transform of a sampled signal. It is a valuable tool for the analysis of 

discrete functions and for the solution of linear constant coefficient difference equation. 

Zadeh was the one who initially came up with fuzzy sets (1965)1 . Dubois and Prade(1980) 2 made use of extension 

principle in their works.This idea of fuzzy set was applied to various fields of mathematics including application of 

fuzzy set to transforms.Further works on Fuzzy transform was carried out by I.Perfilieva in her paper 3  (2006).Fuzzy 

Laplace Transform and its use in solving Fuzzy differential equation was studied by TofighAllahviranloo and 

M.Barkhordani Ahmadi(2010) 4 . 

I've attempted to define a novel paradigm for the analysis of discrete fuzzy functions in this work. Some of its 

properties studied and some basic formulas developed. 

The structure of the paper is given below . 

The fundamental definitions of fuzzy number, Extension principle and the definition of addition and fuzzy number 

scalar multiplication is listed in Section 2  . The Fuzzy Z+ Transform and its fundamental characteristics are defined 

examined in Section 3.. In Section 4 inverse Fuzzy Z+ Transform is defined and In Section 5 Solution of Fuzzy 

difference equation using Fuzzy Z+ Transform are investigated. 

PRELIMINARIES 
The basic definition of fuzzy number as given by Song and Wu (2000) in his paper 5 is as given below. Here R  

Let the  fuzzy number be µ:R→[0,1] in which µ is a fuzzy set of real line R  

(1) There exist x є R such that µ(x) = 1 where µ is normal 

(2) µλx + (1-λ)y) ≥ min{ µ(x), µ(y)}  ∀  x,y є R,  λ belongs to the interval  [0,1] such that µ is convex . 

(3) µ is upper semi continuous. 

(4) Support of µ, 𝑠𝑢𝑝𝑝µ = {𝑥є𝑅/µ(x) > 0} is bounded in R. 

Let E={µ/μ: R → [0,1]}such that E has been  taken as collection of  all fuzzy numbers on real numbers .  

Let 𝐴1, 𝐴2, … 𝐴𝑛 be n fuzzy numbers  on 𝑋1, 𝑋2, … , 𝑋𝑛  and 𝑋 = 𝑋1 × 𝑋2 × … × 𝑋𝑛  is a Cartesian product of 

universe . 𝑓 maps from X to  Y,where y =f(x1,x2,....,xn).  We can define fuzzy set in Y  using the extension principle 

as :X 
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𝐵 = {(𝑦, 𝜇(𝑦))/𝑦 = 𝑓(𝑥1, 𝑥2, … 𝑥𝑛), (𝑥1, 𝑥2, … 𝑥𝑛) ∈ 𝑋} , where 

𝜇𝐵(𝑦) =  {

𝑠𝑢𝑝𝑟𝑒𝑚𝑢𝑚  𝑜𝑓 𝑚𝑖𝑛 {𝜇𝐴1
(𝑥1), 𝜇𝐴2

(𝑥2), … 𝜇𝐴𝑛
(𝑥𝑛)} 

(𝑥1, 𝑥2, … 𝑥𝑛) ∈ 𝑓−1(𝑦),
0 

 
𝑖𝑓𝑓−1(𝑦) ≠ 0

𝑖𝑓 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
   

  

where  𝑓−1 is the inverse of 𝑓. 

Now we consider the special case when n=1 

Let X be the universe and A be a fuzzy number in X.  𝑓 maps from X to Y, the universal set , that is   

      𝑓: 𝑋 → 𝑌  𝑤ℎ𝑒𝑟𝑒 𝑦 = 𝑓(𝑥). 

Then we can define fuzzy set in Y using the extension principle as : 

𝐵 = {(𝑦, 𝜇𝐵(𝑦))/𝑦 = 𝑓(𝑥), 𝑥 ∈ 𝑋} 

 𝜇𝐵(𝑦) =  {

𝑠𝑢𝑝𝑟𝑒𝑚𝑢𝑚 𝑜𝑓  𝜇𝐴(𝑥)

𝑥 ∈  𝑓−1(𝑦)

0 ,

,

 
𝑖𝑓 𝑓−1(𝑦) ≠ 0       

𝑖𝑓 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
  

 

Define operation of addition on E as 

 (𝑢𝑣) = 𝑠𝑢𝑝
𝑦∈𝑅

𝑚𝑖𝑛{𝑢(𝑦), 𝑣(𝑥 − 𝑦)} , 𝑥𝜖𝑅      (1) 

The fuzzy number defined with the scalar multiplication is given as 

 (𝑘𝑢)(𝑥) = {
𝑘𝑢(𝑥),    𝑘 > 0

0̃,            𝑘 = 0
    (2)  

where 0̃ϵE. 

FUZZY Z+ TRANSFORM 
 

Let 𝑓(𝑛) be a discrete fuzzy valued function defined for all values of n .Then fuzzy Z+ Transform of 𝑓(𝑛)is given  

as 

 𝐹(𝑥) = 𝑍+(𝑓(𝑚)) = ∑ 𝑓(𝑚)∞
𝑚=1  𝑥−𝑚, for all integers x>0    (3) 

This fuzzy Z+ Transform exist for all x such that equation (5) converges and F(x) є [0,1] 

The set of values of x for which the sum (5) converges and belong to [0,1] is called the Region of 

convergence(ROC) of the  fuzzy Z+ Transform. For a given 𝑓(𝑚) there exist one and only one fuzzy Z+ Transform 

and its associated ROC. 

Similarly for a given fuzzy Z+ Transform there exist one and only one discrete fuzzy function for which the    

summation (5) converges. 

Theorem 1 

Take g(m) and f(m) as fuzzy discrete valued functions and  𝐾1 , 𝐾2 are constants then 

𝑍+[(𝐾1 𝑓(𝑚))   (𝐾2  𝑔(𝑚))] =   (𝐾1   𝑍+(𝑓(𝑚)))  (𝐾2  𝑍+(𝑔(𝑚)))   (4) 

Proof: 
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𝑍+[(𝐾1  𝑓(𝑚))  (𝐾2   𝑔(𝑚))] 

= ∑ [(𝐾1  𝑓(𝑚))   (𝐾2 𝑔(𝑚))]

∞

𝑚=1

 𝑥−𝑚 

= ∑ 𝐾1  𝑓(𝑚)  𝑥 −𝑚

∞

𝑚=1

 ∑ 𝐾2  𝑔(𝑚 ) 𝑥−𝑚

∞

𝑚=1

  

 = (𝐾1  𝑍 +(𝑓(𝑚)))  (𝐾2   𝑍+(𝑔(𝑚)))  

This shows that𝑍+transform is linear. 

 

Theorem 2   

𝑍+(𝑎𝑛) =  
𝑎

𝑥−𝑎
      (5) 

ROC =  {  
  𝑥 > 𝑎 ∶  0 ≤ 𝑎 ≤ 0.5 , 𝑎 = 1,

𝑥 > 𝑎 + 1 ∶  0.5 < 𝑎 ≤ 1 ,
 

Proof :  

 𝑍+(𝑓(𝑛))  = ∑ 𝑓(𝑛)∞
𝑛=1 ⊗  𝑥−𝑛  

 𝑍+(𝑎𝑛) =   ∑ 𝑎𝑛∞
𝑛=1 ⊗  𝑥−𝑛  

                                                            = 𝑎1  ⊗  𝑥−1 +  𝑎2  ⊗  𝑥−2 +  𝑎3  ⊗  𝑥−3 + ⋯ … … … ….  

                  = 
𝑎

𝑥
  +  

𝑎2

𝑥2  +   
𝑎3

𝑥3 + ⋯ … … ….  

It is an infinite geometric series with common ratio r =  a/x , Sum=   
a/x

1−𝑎/𝑥
   =  a/(a − x)  

converges if   |
𝑎

𝑥
|  <  1 ⇒ |𝑥| > a which implies x > a 

If   0 ≤ 𝑎 ≤ 0.5 𝑎𝑛𝑑 𝑎 = 1, then ROC is 𝑥 > 𝑎 

If   0.5 < 𝑎 ≤ 1 , then ROC is 𝑥 > 𝑎 + 1 

Example  

𝑍+ (𝛿{𝑛}) = 0 wher e 𝛿(𝑛) =  {
1, 𝑛 = 0
0, 𝑛 ≠ 0

      (6) 

Proof:   

𝑍+ (𝛿{𝑛})  = ∑ 𝛿{𝑛}∞
𝑛=1 ⊗  𝑥−𝑛  

=  𝛿{1} ⊗ 𝑥−1 + 𝛿{2} ⊗  𝑥−2 + ⋯  

= 0 ⊗  
1

𝑥
 + 0 ⊗

 1

𝑥2 + ⋯ ….  

 = 0  ,  region of convergence is the integer x>0 

Example  

𝑍+([𝑢(𝑚)]) =
1

𝑥−1
where 𝑢[𝑚} =  {

1, 𝑚 ≥ 0
0, 𝑚 < 0

    (7) 
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Proof:  

By definition 

𝑍+{(𝑓(𝑚)})  = ∑ (𝑓(𝑚))
∞

𝑚=1
⊗ 𝑥−𝑚  

𝑍+[(𝑢(𝑚))]  = ∑ (𝑢(𝑚)
∞

𝑚=1
)  ⊗ 𝑥−𝑚  

 = 1 ⊗
1

𝑥1 +  1 ⊗
1

𝑥2 + 1 ⊗
1

𝑥3 + ⋯ … … …  

= 
1

𝑥1 + 
1

𝑥 2 +
1

𝑥3  + ……………  

= 
1

𝑥

1−
1

𝑥

=
1

𝑥−1
 ,ROC is  𝑥 > 1 

Theorem 3 

  𝑍+[(𝑓(𝑚) 𝑢(𝑚))]  = 𝑍+(𝑓(𝑚))            (8) 

Proof :  

𝑍+[(𝑓(𝑚) 𝑢(𝑚))] =  ∑ [𝑓(𝑚) ][𝑢(𝑚)]∞
𝑚=1 ⊗ 𝑥−𝑚  

                  = ∑ [𝑓(𝑚)](1)
∞

𝑚=1
⊗  𝑥−𝑚  

                                     = ∑ [𝑓(𝑚)] ⊗  𝑥−𝑚∞
𝑚=1    = 𝑍+(𝑓(𝑚)) 

Theorem 4 

Take   𝑓(𝑚) as a fuzzy discrete valued function defined where 𝑓[𝑚] = 0 for 𝑚 ≤ 0 

Let 𝑓(𝑚 − 𝑘) be the discrete function obtained by shifting 𝑓(𝑚) to the right by the positive integer k . Then 

 𝑍+(𝑓[𝑚 − 𝑘]) =  𝑥−𝑘𝐹(𝑥)  where 𝑍+(𝑓(𝑚)) = 𝐹(𝑥)      (9)  

Proof :  

𝑍+(𝑓[𝑚 − 𝑘]) =   𝑍+(𝑓[𝑚 − 𝑘]𝑢[𝑚 − 𝑘])  

                    = ∑(𝑓[𝑚 − 𝑘})(𝑢[𝑚 − 𝑘])

∞

𝑛=1

⊗ 𝑥−𝑚 

=  ∑(𝑓[𝑚 − 𝑘]) ⊗ (𝑥−𝑚)

∞

𝑛=𝑘

 

Take t = n-k 

= ∑ 𝑓(𝑡) ⊗ 𝑥−[𝑚−𝑘]

∞

𝑚=1

 

        = ∑ 𝑓[𝑚] ⊗ 𝑥−𝑚∞

𝑚=1
𝑥−𝑘  

=  [𝑥−𝑘 ] [𝐹(𝑥)] 

Theorem 5 

Take   𝑓 [𝑚]𝑡𝑜 𝑏𝑒 fuzzy discrete valued function  as f[m]defined such that 𝑓[𝑚] = 0 for 𝑚 ≤ 0. Let  𝑓[𝑚 + 𝑘] 

be the function obtained by shifting 𝑓(𝑚) to the left by the integer k . 

𝑍+(𝑓[𝑚 + 𝑘]) =  𝑥𝑘 [𝐹(𝑥) −
𝑓(1)

𝑥
−

𝑓(2)

𝑥2 − ⋯ … … . . −
𝑓(𝑘)

𝑥𝑘 ] where 𝐹(𝑥) =  𝑍+(𝑓(𝑚))   (10) 
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Proof :- 

𝑍+(𝑓(𝑚 + 𝑘)) =  ∑ 𝑓{𝑚 + 𝑘] ⊗ 𝑥−𝑚∞

𝑛=1
  

=  𝑥𝑘 ∑ 𝑓[𝑚 + 𝑘] ⊗ 𝑥−𝑚−𝑘∞

𝑛=1
  

Put m+k = t 

=  𝑥𝑘 ∑ [𝑓[𝑚] ⊗  [𝑥−𝑚]

∞

𝑚−𝑘=1

 

=  𝑥𝑘 ∑ [𝑓[𝑚] ⊗  𝑥−𝑚]

∞

𝑚=1+𝑘

 

= 𝑥𝑘[∑ 𝑓[𝑚] ⊗  𝑥−𝑚 −∞ 
𝑚=1 ∑  𝑓[𝑚]  ⊗  𝑥−𝑚𝑘

𝑚=1 ]  

=  𝑥𝑘 [ 𝐹(𝑥) − (𝑓(1)𝑥−1 + 𝑓(2)𝑥−2 + ⋯ + 𝑓(𝑘)𝑥−𝑘)]  

=  𝑥𝑘 [𝐹(𝑥) −
𝑓(1)

𝑥1 −
𝑓(2)

𝑥2 − ⋯ −
𝑓(𝑥)

𝑥𝑘 ]  

 

INVERSE FUZZY Z+ TRANSFORM 
Let {𝑓(𝑛)}or 𝑓(𝑛)be a discrete fuzzy valued function defined for all values of n such that 

Z+(𝑓(𝑛)) = 𝐹(𝑥), for all integers x>0.Then Inverse Fuzzy Z+ Transform is given by 𝑍+−1
(𝐹(𝑥)) = 𝑓(𝑛). 

NON-DESTRUCTIVE TESTING WITH THE FUZZY Z+ TRANSFORM 
7 Non-destructive testing is becoming an increasingly significant aspect of structural and material testing since it 

allows for the detection of physical qualities, internal anomalies such as cracks, and structural weakness that are not 

visible to the naked eye. Infrared testing, radiographic testing, guided wave testing, vibration analysis, and other 

procedures are routinely utilised. The majority of these tests are employed primarily in the construction business, and 

in most situations, the detection system can discover cracks and physical imperfections before a structure or product 

fails. 

When compared to other traditional methods, image processing provides a greater benefit and accuracy in crack 

detection6. The crack detecting procedure's difficulty is solely determined on the image size. 

The following is the procedure for fracture identification using image processing: 

(1) First, use a high-definition camera or other sources  which make use of infrared testing or radiographic testing  

to capture structure image  which when  exposed to the crack detection method. 

(2) After the picture acquisition, the images collected  are preprocessed, with various approaches , make the 

image processing process more productive and efficient . 

(3) To process the processed picture sample, certain approaches are used in image processing. 

(4) The end outcome  of the processed image make the detection of fracture efficient. 

(5) Crack feature extraction helps in  detecting cracks which are  separated based on the direction of propagation, 

its width and depth  

The difficulty of the crack detection procedure is entirely dependent on the image size. 

A morphological technique for processing picture data is the Fuzzy Z+ Transform. To use this tool, the collected 

photographs are processed and turned into discrete function. Using the fundamental formula, we can convert the 

gathered sample, which is represented as a discrete function, into a fuzzy valued image. This mathematical 

morphological technique reduces noise and interruptions by fuzzifying the sample to locate a crack-like structure in a 

noisy environment. The clarity and precision of the produced image are significantly increased with the help of the 

Fuzzy Z+ Transform. 
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         Figure 1                                                Figure 2 

 Figure 1 represents the picture data of the crack which is processed and made apt for image processing.             

 Figure 2 represents the processed image with less noise or disturbance.  

 

CONCLUSION 
Fuzzy 𝑍+Transform forms a tool for the analysis of many fuzzy discrete functions .Along with its inverse it 

provides solution to initial valued fuzzy difference equation. It can also be used in many engineering problems 

involving image compression. 
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A B S T R A C T   

The proper disposal of disposable synthetic plastic food packaging materials presents a significant challenge for 
both the environment and the solid waste management community. To address this issue, an antibacterial-based 
high-strength bio-composite serves as the optimal alternative to conventional packaging materials. This study 
aims to produce a hybrid material of AgNPs-carboxyl cellulose nanocrystals (AgNPs-CCNCs), obtained from used 
egg carton boxes (UECBs), through bio acid hydrolysis and an in-situ generation process. Furthermore, AgNPs- 
carboxyl cellulose nanofibers (AgNPs-CCNFs) will be synthesized through a combination of bio acid hydrolysis 
and ball milling, followed by an additional in-situ generation step. The AgNPs-carboxyl nanocellulose (AgNPs- 
CCNCs, and AgNPs-CCNFs) exhibited excellent crystallinity index, morphology, thermal, and antibacterial 
properties. The morphological analysis was performed by electron microscopy, and the results showed the 
uniform distribution and spherical form of AgNPs appearing over the carboxyl nanocellulose through the in-situ 
generation process, which was confirmed through XRD analysis. The study further explores the impact of AgNPs- 
carboxyl nanocellulose on the mechanical, chemical, antibacterial, and thermal properties of the PVA matrix. 
The results demonstrate that the bio-nanocomposite film offers opportunities for utilization in active packaging 
applications.   

1. Introduction 

As people's schedules become more hectic, the demand for fresh, 
ready-to-cook, or ready-made food has increased in recent years, 
resulting in considerable advancements in active packaging within the 
food packaging business [1,2]. Incorporating nanofillers into bio-based, 
sustainable polymer matrices has been proven in several research 
studies to result in strong thermal, mechanical, and gas barrier proper-
ties as well as antibacterial activity, making them potentially helpful for 
food packaging applications. Biodegradable polymers not only fulfill 
this purpose, but they also help to minimize reliance on synthetic 
polymers, which pose a considerable environmental risk. Several natu-
rally derived polymers, such as agar, polylactic acid (PLA), starch, 

chitosan, cellulose, and proteins, are available and commonly employed 
as biomaterials in food packaging applications [3]. Among all bio-
polymers, cellulose is the most prevalent biodegradable polymer, with 
high thermal stability, biocompatibility, renewability, good mechanical 
strength, and low density. The use of cellulose in nanoscale dimensions 
as a reinforcement enhances the mechanical, thermal, and barrier 
qualities of the packaging material [4]. Nevertheless, because cellulose 
does not have antibacterial characteristics, it is regarded as having a 
significant drawback for usage as a reinforcing material in food pack-
aging applications. To address this limitation, researchers have explored 
the use of silver nanoparticles (AgNPs), which are well-known for their 
antibacterial properties and ability to exhibit antifungal and antiviral 
activities even in trace amounts [5]. 
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Two primary methods are used to create hybrid metal nanoparticle 
and nanocellulose-reinforced polymer composites: 1) Blending pre- 
prepared metal nanoparticles and nanocellulose into a compatible 
polymer matrix, and 2) Utilizing in-situ chemical techniques to syn-
thesize and embed metal nanoparticles onto the surface of nano-
cellulose, which can then be used as reinforcement in a polymer matrix 
[6]. 

The in-situ chemical technique offers several advantages over other 
methods, including reduced agglomeration, easier processing, shorter 
processing time, and the ability to generate metal nanoparticles on 
nanocellulose in a single step [7]. However, the use of a reducing agent 
is necessary for this process to produce stable AgNPs on nanocellulose. 
Commonly employed reducing agents like NaBH4, ascorbic acid, or 
hydrazine have been associated with human toxicity, rendering them 
unsuitable for biomedical and food packaging applications where re-
sidual agents may remain in the system [8,9]. 

To overcome this drawback, the research attitude among the re-
searchers points towards exploring the alternatives for the toxic natured 
reducing agents such as natural polymers such as gelatin, keratin, starch, 
and carbohydrates like glucose, fructose, lactose, and sucrose to facili-
tate the conversion of the silver ions (Ag+) into silver atoms (Ag0), 
leading to the formation of AgNPs. These alternatives possess advanta-
geous characteristics, including non-toxicity, cost-effectiveness, easy 
availability, energy efficiency, safety, and environmental friendliness. 
By utilizing these agents, processing hybrid AgNPs-nanocellulose com-
posites can minimize the risk of environmental hazards [10]. 

Glucose (C6H12O6) is a widely utilized food-grade compound among 
various types of bio-based reducing agents. It serves as a safe and cost- 
effective green-reducing agent to produce AgNPs [11]. Glucose, a 
monosaccharide with the molecular formula C6H12O6, is derived from 
natural sources such as plants and fruits. It consists of a hexose structure, 
featuring a six‑carbon chain with hydroxyl (-OH) groups attached to 
each carbon atom. When compared to other bio-reducing agents, 
glucose offers advantages such as control over nanoparticle size, 
affordability, biocompatibility, and stability of the metal particles on the 
nanocellulose. These characteristics make it a promising choice for a 
wide range of applications including catalysis, electronics, biomedicine, 
and environmental remediation [12,13]. In recent research, glucose 
(C6H12O6) has been employed as a reducing agent under alkaline con-
ditions for rapid and complete reaction. Sodium hydroxide (NaOH) acts 
as an accelerator in reducing solution-dispersed silver nanoparticles 
[14]. In addition, the hydroxyl groups found in nanocellulose carry 
numerous negative charges when in water. Furthermore, the presence of 
functional groups like carboxylic, sulfate, or amine groups in nano-
cellulose can facilitate the coordination of Ag+ ions with the nano-
cellulose surface. These interactions promote the binding of Ag+ ions 
and enhance their deposition onto the nanocellulose, aiding in the for-
mation and stabilization of silver nanoparticles [15,16]. 

In India, there is an abundance of cellulose-rich plant fibers available 
in the form of agricultural, commercial, and domestic waste that re-
mains unexplored. Consequently, in the latest trends, material science 
researchers and academicians are placing more emphasis on using waste 
products to produce nanocellulose and applying it to a range of appli-
cations, including engineering, cosmetic, medical, and food applications 
[17]. The use of paper egg carton boxes for packaging eggs is prevalent 
in the Indian state of Tamil Nadu. However, like numerous other 
packaging materials, improper disposal of these boxes can cause solid 
waste accumulation and the release of greenhouse gases in landfills. To 
address this issue, the Tamil Nadu Pollution Control Board has intro-
duced various measures to promote waste reduction, recycling, and 
appropriate disposal of packaging materials, including paper egg carton 
boxes. In this scenario, there is a requirement to convert used egg carton 
boxes (UECBs) into useful forms without causing harm to the environ-
ment and potentially even generating economic benefits. These boxes 
can be effectively utilized to produce a value-added AgNPs - carboxylic 
nanocellulose for food packaging applications with the appropriate 

sustainable technology. 
Furthermore, there is no previous documentation of producing the 

hybrid AgNPs -carboxyl nanocellulose through a bio acid hydrolysis and 
in-situ generation process from UECBs. This aspect significantly con-
tributes to the research's novelty and establishes a sustainable approach 
to developing eco-friendly antibacterial nanocomposites for active food 
packaging applications. 

Following that, this research work has two main goals:  

1. To synthesize hybrid AgNPs-carboxyl nanocellulose from UECBs 
using the bio acid hydrolysis and in-situ generation method. It will be 
characterized by standard chemical methods, X-ray photoelectron 
spectroscopy (XPS), X-ray diffraction (XRD), Fourier transform 
infrared spectroscopy (FT-IR), conductometric titration, field emis-
sion scanning electron microscopy (FE-SEM), high-resolution trans-
mission electron microscopy (HR-TEM), antibacterial tests, and 
thermogravimetric analysis (TGA).  

2. To investigate the potential of the synthesized AgNPs-carboxyl 
nanocellulose as a reinforcing component in PVA matrices for 
biodegradable polymer composites. This investigation will include 
mechanical, barrier, antibacterial, and TGA analyses. 

2. Materials and methods 

2.1. Materials 

The damaged used paper egg carton boxes were collected from an 
egg wholesale distributor in Madurai City, Tamil Nadu, India. The 
chemicals used, such as acetic acid (CH3COOH), formic acid (CH₂O₂), 
hydrogen peroxide (H2O2), cyanamide (NH2CN), hydrochloric acid 
(HCl), citric acid (C6H8O7), ethanol (C2H5OH), sodium hydroxide 
(NaOH), Polyvinyl alcohol (98 % hydrolyzed), glycerine, and silver ni-
trate (AgNO3), were purchased from Sigma-Aldrich located in Benga-
luru, Karnataka, India. 

2.2. Hydra pulping process 

The dried UECBs were sliced into pieces measuring 1–1.5 cm, as 
shown in Fig. 1c and loaded into a pulp disintegrator. The water to 
UECBs ratio was maintained at 200:2 (g:g). The disintegrator operated 
at a speed of 1500 rpm for 15 min at a temperature of 27 ◦C during the 
hydra pulping process (Fig. 1a). The resulting UECBs pulp was filtered 
through a square wire mesh measuring 0.3 cm × 0.3 cm and then dried 
in an oven at 80 ◦C for 120 min. The yield of UECBs pulp from UECBs 
was determined to be 95.5 %. 

2.3. Cellulose extraction 

Cellulose was extracted from UECBs pulp through a two-stage acidic 
organosolv treatment, followed by a hydrogen peroxide bleaching pro-
cess activated by cyanamide. The organosolv treatment involved using a 
solution of CH₂O₂/CH3COOH/H2O (30/60/10, v/v/v) with a liquor-to- 
pulp ratio of 20:1 (ml/g) at 85 ◦C for 4 h. To enhance the efficiency of 
the process, 0.1 % HCl was added as a catalyst. The resulting residue was 
filtered using Whatman filter paper, and the filtered material was 
washed sequentially with ethanol and distilled water. It was then dried 
in an oven at 68 ◦C for 16 h. The obtained residue underwent 
cyanamide-activated hydrogen peroxide bleaching using a mixture of 
1.8 % H2O2 and 0.18 % NH2CN (residue: extractant, 1:30, g/ml) at 50 ◦C 
and pH 10.0 for a duration of 4 h. The pure white isolated α-cellulose 
(Fig. 1a) obtained from the process was filtered, washed with water and 
ethanol, and subsequently dried in an oven at 60 ◦C for a day. 

2.4. Isolation of CCNCs 

The isolation of carboxyl cellulose nanocrystals (CCNCs) involved 

G.R. Raghav et al.                                                                                                                                                                                                                              



International Journal of Biological Macromolecules 249 (2023) 126119

3

using isolated α-cellulose as the primary material and subjecting it to 
citric acid hydrolysis. The process consisted of stirring a citric acid so-
lution (76 wt%) with a high-speed mechanical stirrer at a speed of 1500 
rpm and a constant temperature of 100 ◦C for 4 h, with an isolated 
α-cellulose to liquor ratio of 1:50 (g/g). Once hydrolyzed, the suspension 
was filtered over a polypropylene support filter membrane, and the 
recovered cellulose solids were dissolved in distilled water. The cellulose 
solids were washed by centrifugation at a constant temperature of 15 ◦C, 
and the excess citric acid was removed through a series of washes. The 
resulting CCNCs suspension was dialyzed until it reached a pH value of 
around 5–5.6, and subsequently sonicated under an ice bath for 25 min 
with 950 W at a frequency of 25 kHz to fragment the α-cellulose into 
nano-dimensions in a homogeneously dispersed suspension. Finally, the 
CCNCs were isolated by separating the precipitate (α- cellulose residue) 
from the supernatant (containing CCNCs) via centrifugation. The final 
CCNCs suspension was then dried in an oven set to maintain a constant 
temperature of 102 ◦C for 48 h. The yield of CCNCs obtained from the 
dried isolated α-cellulose was found to be 45 wt%. A systematic diagram 

of the extraction process of CCNCs from UECBs pulp is shown in Fig. 1. 

2.5. Isolation of CCNFs 

The α-cellulose residue obtained after filtration (Fig. 1(c)) was dried 
in a hot air oven at 90 ◦C for approximately 24 h. The dried residue had a 
measured pH value of around 2.2, indicating the presence of acid con-
centration. To extract carboxyl cellulose nanofibrils (CCNFs), a plane-
tary ball mill (XQM-0.4A) was used. The mill was equipped with a 
sintered corundum container and zirconia balls measuring 0.6 mm in 
diameter. The milling process was carried out for 120 min with a ball-to- 
α-cellulose residue ratio of 60:1. Wet conditions were maintained using 
deionized water at a rotation speed of 850 rpm and a room temperature 
of 27 ◦C. After the milling process, the resulting nanocellulose slurry was 
collected and subjected to centrifugation at 8000 rpm for 10 min. This 
centrifugation step was repeated five times using a bench-top refriger-
ated centrifuge. The resulting suspension was then dialyzed in deionized 
water for 5 days to achieve a stable pH value of 6–6.5. Subsequently, the 

Fig. 1. a–c Systematic diagram of extraction methods of CCNCs and CCNFs from UECBs, d. in-situ generation process.  
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CCNFs were sonicated for 10 min and dried in a hot air oven at 102 ◦C 
for approximately 48 h. 

2.6. In-situ generation of silver-loaded nanocellulose 

The experiment began with the dissolution of 170 mg of silver nitrate 
(AgNO3) in 10 ml of deionized water (DIW) and 400 mg of sodium hy-
droxide in 10 ml of DIW. The solutions were placed in a dark environ-
ment at room temperature. Next, the silver nitrate solution was added to 
50 ml of CCNCs/CCNFs (15 mg/ml) in a water bath set at 80 ◦C. While 
continuously stirring, the sodium hydroxide solution was gradually 
added drop by drop to the mixture until the pH reached 8. Over a span of 
4 h, 2000 mg of glucose was gradually introduced into the solution. 
Afterward, the solution underwent sequential centrifugation using ab-
solute ethanol and DIW. Subsequently, dialysis against distilled water 
was performed to eliminate any remaining Ag+ ions, followed by a 30- 
min sonication process. These steps were conducted to remove resid-
ual contaminants and ensure the purity of the solution. The resulting 
AgNPs-CCNCs and AgNPs-CCNFs are illustrated in Fig. 1d. 

2.7. Preparation of PVA composite films 

To begin, predetermined dried AgNPs-CCNCs (6, 12, and 18 wt% 
based on PVA weight) were diluted in 200 ml of distilled water and 
vigorously stirred at a speed of 2000 rpm for 20 min. The resulting 
suspension was then sonicated for 10 min to ensure uniform dispersion 
of AgNPs-CCNCs in the water. Subsequently, 10 g of PVA was added to 
the suspension and continuously stirred for 180 min at a speed of 1700 
rpm, maintaining a constant temperature of 85 ◦C. After the mixture was 
cooled, any bubbles present were removed using an ultrasonic oscillator. 
Additionally, 25.2 % of glycerine, relative to the mass of PVA, was added 
as a plasticizer to the suspension. The mixed solution was then poured 
into a non-stick stainless steel disc mold and dried until a constant 
weight was achieved at room temperature. The pristine PVA film did not 
exhibit any color change. However, upon incorporating AgNPs-CCNCs 
into the PVA films, a noticeable reddish-brown color change occurred, 
as depicted in the provided Fig. 5i. The same procedure was applied to 
prepare the AgNPs-CCNFs reinforced PVA composite with loadings of 6 
wt%, 12 wt%, and 18 wt% and no color change was observed in the 
pristine PVA film. 

2.8. Characterization techniques 

The chemical composition of extracted UECBs pulp, isolated cellu-
lose after Organosolv treatment, and isolated α-cellulose after 
Cyanamide-activated H2O2 treatment were analyzed using the standard 
methods established by the Technical Association of the Pulp and Paper 
Associations (TAPPI) for different components: T 203 cm-99 for α-cel-
lulose and T 222 om-06 for lignin. The holocellulose content was 
determined following the method described by Wise et al. [18,19]. To 
obtain the hemicellulose fraction, the difference between the hol-
ocellulose and α-cellulose content was calculated. The chemical contents 
of α-cellulose, hemicellulose, and lignin were determined based on three 
samples, and the reported values are the averages of these measure-
ments. The moisture content in isolated α-cellulose and UECB pulp was 
determined using a Sartorius MA45 moisture analyzer [20]. 

XPS analysis was conducted to determine the chemical composition 
of isolated α-cellulose, AgNPs-CCNCs, and AgNPs-CCNFs. To perform 
the analysis, a small amount of the sample was mounted on double-sided 
adhesive tape and placed in a PHI5000 VersaProbe spectrometer man-
ufactured by ULVAC-PHI in Japan. The spectrometer utilized a hemi-
spherical energy analyzer and a monochromatic Al/K source (1486.6 
eV). The acquired spectra were analyzed using XPSPEAK41 software. 

X-ray diffraction (XRD) was conducted to study the ultrastructure of 
UECBs pulp, isolated α-cellulose, AgNPs-CCNCs, and AgNPs-CCNFs. The 
XRD spectra were obtained using a PANalytical X-pert pro-MRD 

diffractometer equipped with Cu-Kα radiation (wavelength of 0.154 
nm). The diffraction angle ranged from 0 to 80◦, and the scanning res-
olution was set at 0.9/min. The measurements were performed at a 
temperature of 22 ◦C. Eq. (1) is used to calculate the CrI (cellulose 
Crystallinity Index) of the sample specimens [3]. 

CrI =
I200 − Iam

I200
× 100 (1) 

Eq. (2) is used to calculate the crystalline size (CrS) of the sample 
specimens [3]. 

CrS =
Kλ

(β cosθ)
× 100 (2)  

where, I200 indicates the intensity of the peak with maximum height (2, 
0, 0) that indicates crystalline cellulose fraction and Iam indicates the 
intensity of the peak with minimum height that gives an amorphous 
fraction, β is the peak's full-width at half-maximum (deconvolution), k is 
the Scherrer constant (0.84), λ is X-ray wavelength (0.154 nm), and θ is 
the Bragg angle. 

The AgNPs-CCNCs and AgNPs-CCNFs were immersed in a 100 ml 
solution of water and ethanol (50/50 v/v) and subjected to shaking for 
24 h. The total silver (Ag) content was then determined using an 
inductively coupled plasma optical emission spectrometer (PerkinElmer 
Optima7300 DV ICP-OE) after acidification with a 10 % nitric acid 
solution. 

The FT-IR transmittance spectra of UECBs pulp, isolated α-cellulose, 
AgNPs-CCNCs, AgNPs-CCNFs, and composite film samples were ac-
quired using a Shimadzu spectrometer (FT-IR–8400S, Japan). The 
measurements covered the wave number range of 400–4000 cm− 1 with 
a scan rate of 32 scans per minute. A resolution of 0.6 cm− 1 was used, 
and the measurements were carried out under ambient conditions. 
Before the analysis, a mixture of 0.002 g of finely powdered samples and 
0.2 g of potassium bromide was prepared. 

The carboxyl content of CCNCs and CCNFs was performed using the 
conductometric titration process, following a previously reported pro-
cedure [3]. 

The surface morphology of isolated α-cellulose and PVA composite 
film samples was observed using a Thermo company HITACHI S4800 
field emission scanning electron microscope (FE-SEM). Before the ex-
amination, the samples were coated with gold sputtering. The 
morphology of CCNCs, CCNFs, AgNPs-CCNCs, and AgNPs-CCNFs sus-
pensions was examined using a high-resolution transmission electron 
microscope (JEM-2010F) operating at 200 kV. A drop of nanosuspension 
(0.1 wt%) was placed on a carbon grid and air-dried at room tempera-
ture (25 ◦C). The size distribution of nanoparticles was measured from 
the HR-TEM images using Imaging-J software, with 100 counts taken for 
each sample. 

Electronic absorption spectra analysis was conducted on the AgNPs 
dispersions over the nanocellulose surface using an OCEAN OPTICS 
spectrophotometer model USB 4000 in absorbance mode. A quartz 
cuvette with a path length of 10 mm was employed for this analysis. To 
ensure the proper concentration, the samples were diluted with Milli-Q 
water in a ratio of 2:1 (v/v) of water to the sample. 

To assess the antimicrobial properties, the disc diffusion method was 
employed to test the effectiveness against Enterococcus faecali (ATCC 
29212) as Gram-positive bacteria, as well as E. coli (ATCC 25922) as 
Gram-negative bacteria. The methodology followed the agar plate disc 
diffusion technique, as outlined by Barry et al. [21]. Initially, the bac-
teria were cultured in a flask containing 9000 μL of LB medium and 
incubated at 35 ◦C with oscillation at 250 rpm for 18 h. Subsequently, 
100 μL of each bacterial culture suspension, with a concentration of 106 
CFU/ml, was evenly spread onto agar plates. Isolated α-cellulose, 
AgNPs-CCNCs, AgNPs-CCNFs samples, circular pristine PVA film, and 
nanocomposite films, measuring 5 mm in diameter, underwent sterili-
zation in an autoclave at 120 ◦C for 20 min and were then placed directly 
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in contact with the bacterial agar gel. After incubating for 24 h at 55 ◦C, 
the samples were visually examined to detect any bacterial growth in the 
vicinity of the AgNPs-CCNCs, AgNPs-CCNFs, and composite films. 

The TGA spectra of UECBs pulp, isolated α-cellulose, AgNPs-CCNCs, 
AgNPs-CCNFs, and composite film samples were obtained using a 
Jupiter thermal analyzer, specifically the STA 449 F3 model. The mea-
surements were conducted in a temperature range of 27 ◦C to 750 ◦C 
with a heating rate of 0.1 ◦C/s. The experiments were carried out under a 
nitrogen atmosphere with a flow rate of 0.3 ml/s. 

The % yield (g/g) of the UECBs pulp, isolated α-cellulose, and AgNPs- 
CCNCs was calculated by using Eq. (3): 

%Yield =

[
dry weight of output material

dry weight of input material (predecessor)

]

(3) 

The thickness of each pristine PVA and composite film was assessed 
using a digital micrometer (Mitutoyo, Japan) with a sensitivity of 0.001 
mm. Measurements were taken at five random positions for every film. 
The average value of these measurements was utilized for the subse-
quent mechanical testing. 

To evaluate the tensile strength, Young's modulus, and elongation at 
the break of both pristine PVA films and PVA composite films, an ASTM- 
D882 tensile testing machine with a 100 N load cell (10 × 100 mm) was 
utilized. The specimens for testing were meticulously cut using sharp 
scissors. The test was conducted under standard room temperature 
conditions, with a crosshead speed of 0.9 mm/s and a specimen grip 
length of 3 cm. 

To assess the transparency of pristine PVA films and PVA composite 
films, transmittance measurements were performed using a UV-VIS 
spectrophotometer. The transmittance was measured within the wave-
length range of 200 to 800 nm. 

The packaging (visually) ability of the prepared composite films was 
evaluated using a Canon EOS 1500D DSLR camera. In this experiment, 
five fresh tomatoes were washed and dried to remove any dust particles. 
One tomato was stored without any packaging, while the other four 
were packed using PVA films reinforced with 12 wt% AgNPs-CCNCs and 
12 wt% AgNPs-CCNFs. The storage temperature for all the tomatoes was 
maintained at 25 ± 2 ◦C. Throughout the storage period, the decay 
levels of both the packed and unpacked tomatoes were consistently 
recorded in the form of photographs. 

To determine the moisture retention ability (MRA) of the prepared 
films, the measurements were performed according to the ASTM D570- 
98 standard. The films were tested before and after undergoing a drying 
process in an oven set at a temperature of 105 ◦C for a period of 24 h. The 
weight of the film samples was subsequently calculated using Eq. (4) to 
obtain the MRA percentage 

MRA =

[
(Wet Weight − Dry Weight)

Dry Weight

]

(4)  

3. Result and discussion 

3.1. Characterization of AgNPs-CCNCs and AgNPs-CCNFs 

3.1.1. Chemical analysis 
The chemical compositions of the UECBs pulp and isolated α-cellu-

lose are shown in Table 1. The results show that the UECBs pulp contains 

40.2 wt% α-cellulose, 18.8 wt% hemicellulose, 28.9 wt% lignin, and 
12.1 wt% moisture. 

After the organosolv treatment, the lignin, hemicellulose, and 
moisture contents of the pulp are illustrated in Table 1. In plant-based 
lignocellulosic fibers, the lignin binds the α-cellulose fibrils together, 
while the hemicellulose acts as a compatibilizer between the α-cellulose 
and lignin [3]. During the organosolv treatment, formic acid acts as a 
proton donor, leading to the hydrolysis of hemicellulose and lignin. 
Acetic acid, on the other hand, serves as a solvent for the aromatic 
structure of lignin and the amorphous structure of hemicelluloses. Water 
plays a role in the dissociation of organic acids and contributes to 
hemicellulose hydrolysis [22]. 

The organosolv treatment involves the acid hydrolysis of a portion of 
the original hemicelluloses, which increases the accessibility of the cell 
wall by creating macropores. Consequently, this results in enhanced 
delignification under acidic conditions. By the end of the process, the 
lignin content decreases from 28.9 wt% to 15.9 wt% and the hemicel-
lulose content decreases from 18.8 wt% to 8.5 wt%. 

Furthermore, in the case of organosolv treatment, the residual lignin 
composition closely resembles that of the native lignin due to the nature 
of depolymerization reactions involved in lignin breakdown. As a result, 
the residues are generally susceptible to bleaching. In addition, the 
organosolv-treated UECBs pulp undergoes chlorine-free cyanamide- 
activated hydrogen peroxide treatment to remove the remaining lignin 
and hemicellulose content from the pulp. During the treatment, there is 
a notable degradation of residual lignin. This treatment involves a direct 
attack on the α-aryl ether bonds between lignin and hemicellulose while 
also reacting with lignin molecules until they are dissolved in the solu-
tion. Simultaneously, the remaining amount of hemicellulose is partially 
dissolved along with the lignin content [53]. Following this treatment, 
the hemicellulose content is reduced to 4.8 wt% and the bleaching 
process degrades 3.2 wt% of the lignin. Finally, the isolated α-cellulose 
yield from the dried UECBs pulp is determined to be 42.0 wt%. 

Following the chemical treatment, the moisture content of the iso-
lated cellulose underwent a decrease from 12.1 wt% to 7.2 wt%. This 
reduction in moisture content typically results in a decrease in the hy-
drophilic nature of the fibers and enhances their moisture resistance 
properties. Additionally, in this study, the reduction in lignin and 
hemicellulose contents led to an increase in both holocellulose and 
α-cellulose contents. Specifically, the holocellulose content increased 
from 59.0 wt% to 89.6 wt% and the α-cellulose content increased from 
40.2 wt% to 84.8 wt%. These outcomes indicate an increase in the 
crystalline degree of cellulose. 

The analysis of the chemical composition indicates that the pulp 
derived from UECBs contains a significant amount of crystalline cellu-
lose. As a result, this raw material holds promise for extracting cellulose 
as well as producing AgNPs-CCNCs and AgNPs-CCNFs, making it 
particularly valuable due to its abundant availability as discarded 
municipal solid waste products. 

3.1.2. XPS, XRD, and ICP-OES analysis 
The XPS spectrum of isolated α-cellulose, AgNPs-CCNCs, and AgNPs- 

CCNFs are shown in Fig. 2 (a–c), providing significant information about 
the chemical state and composition of AgNPs on nanocellulose. 

The spectrum, which is depicted in Fig. 2a, shows the binding energy 
spectra of C1s peaks (288 eV) and O1s peaks (528 eV) for the isolated 

Table 1 
Chemical compositions of the UECBs pulp and isolated α-cellulose.  

S.No Fiber type Extraction process Holo-cellulose 
(α-Cellulose+ Hemicellulose) 

α-Cellulose Hemicellulose Lignin Moisture 

(wt%) 

1. UECBs pulp Hydra pulping  59.0  40.2  18.8  28.9  12.1 
2. isolated α-cellulose Organosolv treatment  76.2  67.7  8.5  15.9  7.9 

Cyanamide-activated H2O2 treatment  89.6  84.8  4.8  3.2  7.2  
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α-cellulose, demonstrating distinctive peaks connected with the cellu-
losic components. Additionally, the isolated α-cellulose contained no Ag 
peaks [23]. 

Following the in-situ generation, two distinct peaks emerged at 
367.9 eV and 373.9 eV, representing the binding energies of Ag 3d5/2 
and Ag 3d3/2, respectively. The high-resolution scanning for Ag 3d for 
both AgNPs-CCNCs and AgNPs-CCNFCs revealed that the two compo-
nents at 367.9 eV for Ag 3d5/2 and 373.9 eV for Ag 3d3/2 with typical 
Ag metal separation energy of 6 eV [42] (Fig. 2b). 

The O 1 s spectra of isolated α-cellulose, AgNPs-CCNCs, and AgNPs- 
CCNFCs showed no discernible differences as shown in Fig. 2c. However, 
there was a positive shift in the spectra due to the binding energy of O1s 

in AgNPs embedded on nanocellulose. This change reveals that, by a 
coordination model, AgNPs are evenly spread over the surface of the 
nanocellulose, further supporting the transformation of Ag+ into Ag 
nanometal. These results give substantial evidence that nanocellulose 
has been successfully loaded with stable zero-valence AgNPs [24,25]. 

The XRD pattern of UECBs pulp in Fig. 2d reveals the presence of two 
distinct peaks at approximately 15.1◦ (1 1 0) and 22.4◦ (2 0 0), which are 
typical peaks associated with cellulosic materials. Upon isolation of α- 
cellulose materials, the peak intensity around 2θ = 22.4◦ exhibits a 
narrow and sharp profile, with a significant increase compared to the 
peaks observed in UECBs pulp. Additionally, a broad Cellulose I peak is 
observed at approximately 15.1◦ (1 1 0) and 16.5◦ (1− 10) in Fig. 2d. The 

Fig. 2. a–c XPS spectra, d. XRD spectra of the UECBs, isolated α-cellulose and AgNPs-carboxyl nanocellulose, e. quantification of adsorbed AgNPs on AgNPs- carboxyl 
nanocellulose, f. FT-IR spectra of UECBs, isolated α-cellulose and AgNPs- carboxyl nanocellulose. 
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calculated CrI (Eq. (1)) value for the isolated α-cellulose (77.2 %) is 
higher than that of the UECBs pulp (45.3 %). This increase in CrI can be 
attributed to the removal of hemicellulose and lignin through the 
organosolv and cyanamide-activated hydrogen peroxide treatment 
process. 

The presence of sharp and narrow intensity diffraction peaks at 2 θ =
16.5◦, 22.4◦, and 34.6◦ in AgNPs-CCNCs and AgNPs-CCNFs suggests that 
the nanocellulose has a higher crystalline nature when compared to 
isolated α-cellulose as shown in Fig. 2d. The estimated CrI values for 
AgNPs-CCNCs (87.5 %) and AgNPs-CCNFs (84.3 %) are higher than the 
isolated α-cellulose (77.2 %). This indicates that the nanocellulose's high 
crystallinity is crucial for enhancing the mechanical properties 
(strength, and stiffness) when used as fillers in reinforced biopolymer 
composites for applications in medical, engineering, and food packaging 
[26]. 

As a result of this process, additional diffraction peaks of metallic Ag 
are observed at 2 θ = 38.1◦, 44.2◦, and 64.5◦, corresponding to (1 1 1), 
(2 0 0), and (2 2 0) planes of the face-centered cubic (FCC) structure in 
AgNPs-CCNCs and AgNPs-CCNFs as shown in Fig. 2d. These new peaks 
confirm the presence of metallic Ag in nanocellulose [27]. Furthermore, 
the narrow and sharp diffraction peaks of the Ag suggest a small size of 
Ag crystallites, estimated (Eq. (2)) to be approximately 13 nm for both 
AgNPs-CCNCs and AgNPs-CCNFs. 

According to inductively coupled plasma-optical emission spec-
trometry, it was confirmed that the adsorption of AgNPs-CCNCs and 
AgNPs-CCNFs was measured at 28.9 and 30.5 μg/mg respectively. Fig. 2 
(e) indicates that the silver ions remained unchanged and did not 
convert to metallic silver after a 45-min in-situ generation process. 
Based on our speculation, the formation of AgNPs is primarily influ-
enced by the amount of silver absorbed by the carboxyl nanocellulose. 
The plots illustrate that there was no significant increase in silver 
adsorption observed after 2 h. These results strongly support the notion 
that the in-situ generation process effectively promotes the formation of 
AgNPs on the surface of carboxyl nanocellulose. 

3.1.3. FT-IR analysis and estimation of carboxyl groups 
The FTIR transmittance spectra of the UECBs pulp, isolated α-cellu-

lose, AgNPs-CCNCs, and AgNPs-CCNFs are presented in Fig. 2(f). The 
wide vibration band in the 3250–3500 cm− 1 range corresponds to the 
OH stretching vibration of hydroxyl groups found in UECBs pulp and 
extracted samples [28]. The stretching vibrations of CH and CH2 are 
assigned to a relatively strong band at 1420 cm− 1 and smaller bands in 
the 2790–2890 cm− 1 range, respectively [29]. In the UECBs pulp spec-
trum, the bands at 1470 cm− 1 are attributed to the C––C stretching from 
aromatic hydrocarbons of lignin. These peaks appear to decrease after 
applying chemical treatments, as shown in Fig. 2(f). The main charac-
teristic bands of the cellulose skeleton are observed around 1045 cm− 1, 
1105 cm− 1, and 1175 cm− 1, corresponding to C–O stretching, ring 
asymmetric stretching, and C–O–C asymmetric stretching, respectively. 
These bands remain mostly unchanged but become sharp after isolating 
α-cellulose, AgNPs-CCNCs, and AgNPs-CCNFs. This is likely due to an 
increase in the crystallinity degree of cellulose. The peak intensity at 
894 cm− 1 has significantly increased for α-cellulose, AgNPs-CCNCs, and 
AgNPs-CCNFs. The peak corresponds to the distinctive glycosidic C1-H 
deformation coupled with ring vibration and OH bending. This peak is 
indicative of β-glycosidic linkages connecting glucose units within cel-
lulose crystals [30]. The sharp peak at 1732 cm− 1 in the spectra of 
AgNPs-CCNCs, and AgNPs-CCNFs indicates the esterification reaction 
and the interaction between cellulose's hydroxyl groups and carboxylic 
acids (COOH) [31]. The peak at 1732 cm− 1 observed in AgNPs-CCNCs is 
slightly lower compared to that of AgNPs-CCNFs due to a lesser quantity 
of carboxylic groups present on the surface. The initial carboxylic group 
values for CCNCs and CCNFs before the in-situ generation process are 
0.76 mmol/g and 0.85 mmol/g, respectively. These values are compa-
rable to those reported for other types of CCNCs, such as commercially 
used microcrystalline cellulose (1.39 ± 0.1 mmol/g), banana peduncle 

(0.91 mmol/g), bleached bagasse pulp (0.60 mmol/g), disposal cups 
(UDPCs) (0.72 mmol/g), and bleached sugarcane bagasse (0.65 mmol/ 
g) [3,31]. 

The presence of carboxylic groups in nanocellulose is advantageous 
as it facilitates the coordination of Ag+ ions to the surface of nano-
cellulose. Carboxylic groups can act as binding sites for the Ag+ ions, 
promoting their attachment and enhancing the interaction between 
silver ions and nanocellulose [32,33]. This coordination phenomenon is 
beneficial for applications involving AgNPs-CCNCs and AgNPs-CCNFs, 
as it contributes to their antibacterial and electrical properties. These 
advantageous properties make them well-suited for a wide range of in-
dustries such as biomedical, food packaging, catalysis, electronics, and 
sensors. 

The FT-IR transmittance spectra of isolated α-cellulose AgNPs- 
CCNCs, and AgNPs-CCNFs exhibit similar visible peaks, confirming the 
presence of metallic nanosilver in the nanocellulose rather than poten-
tial metalorganic compounds. Based on the results obtained from FT-IR 
studies, it can be concluded that the in-situ generation method used to 
embed Ag-NPs on the surfaces of CCNCs and CCNFs did not cause any 
significant alterations to the fundamental structure of cellulose. Various 
studies have documented similar trends in different approaches to 
embedding AgNPs onto nanocellulose samples. 

3.1.4. Morphology analysis 
The FE-SEM image (Fig. 3 (a)) reveals the presence of separated in-

dividual cellulosic fibers with a rough surface and cylindrical shape, 
confirming the successful extraction of α-cellulose from UECBs pulp 
using organosolv and cyanamide-activated hydrogen peroxide treat-
ment. The chemical treatment process resulted in a noticeable trans-
formation of the brownish color of UECBs pulp (Fig. 1a) to a completely 
milky white color, indicating the removal of hemicellulose and lignin 
from UECBs pulp. Furthermore, the isolated α-cellulose exhibited an 
average diameter of approximately 20 ± 3 μm (Fig. 3a). 

The morphology of the obtained CCNCs and AgNPs-CCNCs are 
investigated through HR-TEM as shown in Fig. 3 (b–d). The HR-TEM 
image (Fig. 3(b–d)) reveals that CCNCs hydrolyzed with citric acid 
exhibit needle-like cellulose crystal shapes. During the citric acid in-
teracts with the amorphous regions of α-cellulose bundles, releasing 
cellulose nanocrystals longitudinally. Simultaneously, carboxylic groups 
are introduced onto the cellulose surface through citric acid hydrolysis, 
promoting the coordination of Ag+ ions during in-situ generation. After 
the in-situ generation process, the obtained AgNPs-CCNCs with different 
magnifications are shown in Fig. 3 (c & d). The measured dimensions of 
the cellulose crystals were 550 ± 20 nm in width and 17 ± 6 nm in 
length. The cellulose nanocrystal surface shows uniformly distributed 
spherical AgNPs with an average diameter of 8 ± 2 nm (Fig. 3 (c & d)). 
This can be attributed to the bonding between the nanosilver crystal 
nucleus and the O atom in cellulose crystals throughout the reaction 
process. The elongated chains extending in all directions effectively 
prevent AgNPs agglomeration, ensuring even adsorption of silver atoms 
on the nucleation surface and resulting in spherical AgNPs [8]. 

Fig. 3(e) presents the magnified FE-SEM image of α-cellulose residue, 
which serves as the input material for ball milling, after the isolation of 
CCNCs. However, the citric acid hydrolyzed α-cellulose residue appears 
as short microfibrils with a rough surface. Analysis of the micrographs 
from Fig. 3 (e) indicates that the diameter range of the α-cellulose res-
idue measures approximately 8 ± 2 μm, which is smaller than the 
diameter of isolated α-cellulose (20 ± 3 μm). The morphology of the 
α-cellulose residue demonstrates a reduction in depolymerization during 
acid pre-hydrolysis (citric acid hydrolysis), which consequently helps in 
minimizing the energy input during the production of mechanical 
fibrillation of cellulose nanofibers [34]. 

The morphology of the obtained CCNFs and AgNPs-CCNFs was 
examined using HR-TEM at different magnifications, as depicted in 
Fig. 3(f–h). Notably, the HR-TEM image demonstrates that CCNFs and 
AgNPs-CCNFs possess a web-like structure. This distinctive structure is 
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formed during the ball milling process, where friction between the balls 
and drum walls generates intense shear forces. Consequently, carboxyl 
cellulose nanofibers are extracted longitudinally from the α-cellulose 
residue [35]. The presence of CCNFs in the web-like structure is evident, 
with separated fibrils exhibiting micron-scale lengths and a width of 45 
± 10 nm. After the in-situ generation, uniformly distributed spherical 
AgNPs with a diameter of 9.5 ± 4 nm are observed on the surface of the 
cellulose nanofibers following the in-situ generation process (Fig. 3 (g & 
h)). This phenomenon can be attributed to the interaction between the 
nano argent crystal nucleus and the O atom in the nanocellulose during 
the entire in-situ generation process. 

The observation of absorption peaks through UV-spectral analysis 
makes it a valuable method for confirming the presence of silver nano-
particles (AgNPs) on nanocellulose. In Fig. 3 (i), the isolated cellulose 
spectrum shows no visible range band, while the AgNPs-CCNCs and 
AgNPs-CCNFs samples exhibit a prominent absorption peak between 
310 and 500 nm, with a peak around 405–415 nm, which corresponds to 
the typical plasmon resonance band of AgNPs [8]. This peak and its 
specific location indicate the successful reduction of Ag+ ions in the 
silver nitrate solution to AgNPs. Moreover, the absorption peak suggests 
the presence of numerous spherical or nearly spherical AgNPs in the 
solutions. Comparing the AgNPs-CCNCs with the AgNPs-CCNFs, the 

latter shows a higher absorbance peak, suggesting an increased presence 
of AgNPs on the CCNFs surfaces. 

The comprehensive HR-TEM analysis of AgNPs-CCNCs and AgNPs- 
CCNFs is crucial for understanding their structural characteristics and 
unlocking their potential uses as nano reinforcements in various in-
dustries such as medical, electronics, and food packaging. 

3.1.5. Antibacterial activity 
The antibacterial activity of AgNPs-CCNCs and AgNPs-CCNFs was 

evaluated using the disc-diffusion method against E. faecali (Gram+) 
and E. coli (Gram− ) bacteria (Fig. 4 (a&b)). Interestingly, isolated 
α-cellulose displayed no antibacterial activity, which was expected 
considering cellulose's known susceptibility to bacterial attack. 

In contrast, AgNPs-CCNCs and AgNPs-CCNFs exhibited notable 
antibacterial activity, as evidenced by the formation of inhibition zones 
against both E. faecali and E. coli. This can be attributed to the inter-
action between the AgNPs and the bacteria's outer membrane, leading to 
structural changes, cell death, and the generation of reactive oxygen 
species that catalyze bacterial destruction [36]. 

Comparing AgNPs-CCNCs and AgNPs-CCNFs, it was observed that 
AgNPs-CCNFs showed larger inhibition zones against both E. faecali and 
E. coli. This can be attributed to the lower concentration of antibacterial 

Fig. 3. a. isolated α-cellulose, b. CCNCs, c & d. different magnification of AgNPs-CCNCs, e. citric acid hydrolyzed cellulose residue, f. CCNFs, g & h. different 
magnification of AgNPs-CCNFs, i. UV–vis spectra of isolated cellulose and AgNPs-carboxyl nanocellulose. 
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AgNPs on CCNCs surface, resulting in reduced direct contact with bac-
teria and decreased release of silver into the surrounding environment. 
The clear zone diameters for AgNPs-CCNCs were 8.2 mm (E. faecali) and 
10.4 mm (E. coli), while for AgNPs-CCNFs, they were 9.1 mm (E. faecali) 
and 11.5 mm (E. coli). The higher antibacterial activity against Gram+

bacteria compared to Gram− bacteria may be attributed to differences in 
their structural and chemical compositions, particularly in their cell 
membranes. 

The test results revealed that both AgNPs-CCNCs and AgNPs-CCNFs 
possess substantial antibacterial properties. This finding indicates that 
these materials hold promise for diverse applications in sectors like 
healthcare, food packaging, and other industries where effective control 
of bacterial growth is crucial. 

3.1.6. TGA analysis 
Thermogravimetric analysis was performed to examine the thermal 

stability and thermal degradation behavior of UECBs pulp, isolated 
α-cellulose, AgNPs-CCNCs, and AgNPs-CCNFs samples. The TGA and 
DTG curves of these samples are presented in Fig. 4 (c &d), and the onset 
temperature (Tonset) and maximum degradation temperature (Tmax) 
values obtained from the curves are summarized in Table 2. The results 
indicate that all samples exhibit initial stage weight loss of about 5 to 7 
% at temperatures below 100 ◦C, which can be attributed to the evap-
oration of moisture present on the surface and/or within the cellulosic 
fibers [37]. 

The UECBs pulp exhibited an Tonset of 321 ◦C and a corresponding 
maximum degradation temperature (Tmax) of 347 ◦C, indicating the 

decomposition of organic compounds such as α-cellulose, hemicellulose, 
and lignin present in the pulp [38,39]. 

Significantly, the isolated α-cellulose sample exhibits a Tonset of 
334 ◦C and Tmax of 357 ◦C, which are 15 ◦C and 10 ◦C higher, respec-
tively, than the corresponding values observed for the UECBs pulp 
sample. This suggests that non-cellulosic compounds were removed 
during the organosolv and cyanamide-activated hydrogen peroxide 
treatment. 

Consequently, the TGA curve of the isolated α-cellulose exhibited a 
broad weight loss range (76 %) that occurred within the temperature 
range of 340 ◦C to 357 ◦C during the second stage of thermal degrada-
tion. This indicates the removal of non-cellulosic components and an 
increase in the degree of α-cellulose crystallinity, resulting in enhanced 
thermal resistance. The degradation of α-cellulose generally involves 
cleavage of the glucose units, as well as processes such as dehydration, 
decarboxylation, depolymerization, oxidation, and decomposition of 
glycosyl units [40]. These findings align with the XRD results (Fig. 2 
(d)), which demonstrate sharper cellulosic peaks in the isolated α-cel-
lulose, indicating the absence of non-cellulosic regions. 

In Fig. 4 (d), it can be observed that the AgNPs-CCNCs and AgNPs- 
CCNFs samples exhibit lower Tonset and Tmax values compared to iso-
lated α-cellulose and UECBs pulp. During the second stage of thermal 
degradation, both AgNPs-CCNCs and AgNPs-CCNFs experience a sig-
nificant weight loss of approximately 50 wt% to 60 wt% within the 
temperature range of 280 ◦C to 332 ◦C and 290 ◦C to 334 ◦C, 
respectively. 

Notably, AgNPs-CCNCs demonstrate the lowest onset temperature 

Fig. 3. (continued). 
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(272 ◦C) and thermal degradation temperature (332 ◦C) when compared 
to AgNPs-CCNFs, as shown in the Table 2. This can be attributed to the 
disruption of the crystalline structure, low aspect ratio and the presence 
of carboxylic groups on the surface of AgNPs-CCNCs, which negatively 
impact their thermal stability [41]. Additionally, the nanoscale di-
mensions of AgNPs-CCNCs result in a larger surface area exposed to 
heat, further contributing to reduced thermal stability [3]. 

During the final (third) stage of thermal degradation, it can be 
observed that isolated α-cellulose and UECBs pulp leave behind negli-
gible char residue. In contrast, AgNPs-CCNCs and AgNPs-CCNFs show a 
char residue of approximately 2 % and 2.5 %, respectively, when 
exposed to a temperature of 750 ◦C. It is speculated that these remaining 
residues after the pyrolysis process consist of AgNPs. Similar charac-
teristics are found in the literature previously reported [16]. 

Based on the obtained results, the AgNPs-CCNCs and AgNPs-CCNFs 
demonstrate potential for utilization as reinforcements in bio-thermo 
and bio-thermosetting polymers, particularly in applications where the 
operating temperature remains below 270 ◦C. 

3.2. Characterization of composite films 

3.2.1. Mechanical properties 
The mechanical properties of food packaging films play a crucial role 

in assessing their strength and durability. These properties are essential 
for providing protection, durability, and stability to the packaged food 
product, as well as enabling the film to withstand handling and 
transportation. 

Table 3 presents the tensile strength (MPa), Young's modulus (GPa), 

Fig. 4. a & b antibacterial test on isolated cellulose, AgNPs-CCNCs and AgNPs-CCNFs, c. TGA, d. DTG curve of UECB pulp, isolated α-cellulose and AgNPs- carboxyl 
nanocellulose. 

Table 2 
Characterization of the UECBs pulp, isolated α-cellulose, AgNPs-CCNCs, and AgNPs-CCNFs.  

S. 
No 

Fiber 
nature 

Physical properties Chemical properties Thermal 
properties 

Morphology Antibacterial activity 

Crystallinity 
index (%) 

AgNPs 
crystalline 
size (nm) 

Carboxyl 
content 
(mmol/g) 

Adsorption of 
AgNPs (μg/ 
mg) 

T 
onset 

(◦C) 

T 
degradation 

(◦C) 

Width 
(nm) 

Length 
(nm) 

Size of 
AgNPs 
(nm) 

Inhibition 
zone of 
E. coli (mm) 

Inhibition 
zone of E. 
faecali 
(mm) 

1. UECBs pulp  45.3 – – –  321  347 – – – – – 
2. Isolated 

α-cellulose  
77.2 – – –  334  357 20,000 

± 3000 
– – 0 0 

3. AgNPs- 
CCNCs  

87.5 13 0.76 28.9  272  332 17 ± 6 550 ±
20 

8 ± 2 8.3 10.5 

4. AgNPs- 
CCNFs  

84.3 13 0.85 30.5  285  334 45 ± 10 – 9.5 ± 4 9 11.5  
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Table 3 
Characterization of the composite PVA films.  

S. 
No 

Film nature Mechanical properties Moisture 
retention 
capability (%) 

Transmittance 
(%) 

Antibacterial activity 

Tensile 
strength 
(MPa) 

Elongation at 
break (%) 

Young's 
modulus 
(GPa) 

Thickness 
(μm) 

Inhibition zone 
of E. coli (mm) 

Inhibition zone of 
E. faecali (mm) 

1. Pristine PVA 29 ± 1 80 ± 2 6.8 ± 0.1 40.2 ± 1  85.6  95  0  0 
2. PVA + 6 wt% 

AgNPs-CCNCs 
45 ± 2 11 ± 0.8 41.2 ± 0.2 42.2 ± 1.5  90.5  90.8  10.2  10.5 

3. PVA + 12 
wt% AgNPs- 
CCNCs 

56 ± 2 5 ± 0.5 46 ± 0.4 45.7 ± 2  93.5  80.2  12.2  12.5 

4. PVA + 18 wt% 
AgNPs-CCNCs 

52 ± 1.4 7 ± 1.0 45 ± 0.3 48.3 ± 2  94.9  72.5  14.1  14.4 

5. PVA + 6 wt% 
AgNPs-CCNFs 

46 ± 1.5 16 ± 1.2 42.5 ± 0.2 43.2 ± 1  90.8  86.7  7.2  7.5 

6. PVA + 12 wt 
AgNPs-CCNFs 

64 ± 1.2 10 ± 1.8 47 ± 0.1 46.4 ± 2  93.8  79.6  12.4  12.5 

7. PVA + 18 wt% 
AgNPs-CCNFs 

51 ± 1.7 12 ± 0.9 45 ± 0.4 49.5 ± 2  94.9  69.5  14.3  14.5  

Fig. 5. a. stress- strain curve of composite films, FE-SEM image of c. pristine PVA, d. 12 wt% AgNPs-CCNCs loading PVA, e. 12 wt% AgNPs-CCNFs loading PVA, f. 18 
wt% AgNPs-CCNCs loading PVA, g. 18 wt% AgNPs-CCNFs loading PVA, h. transmittance curve of PVA and composites, i. appearance of the PVA and composite films 
in front of printed paper. 
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percentage of elongation at the break, and thickness (μm) for pristine 
PVA and different composite PVA film samples with varying weight 
percentages of AgNPs-nano cellulose loading. Notably, the inclusion of 
solid, crystalline AgNPs-nano cellulose content into the PVA matrix 
resulted in a substantial increase in the thickness of the composite films 
compared to the pristine PVA film [58]. 

The maximum tensile strength, young's modulus, and % of elonga-
tion at break of pristine PVA film are measured at 29 ± 1 MPa, 6.8 ± 0.1 
GPa, and 80 ± 2 % respectively. With the incorporation of AgNPs- 
CCNCs/AgNPs-CCNFs into the PVA matrix, the tensile strength and 
young's modulus of the PVA film increase. 

The maximum tensile strength of AgNPs-CCNCs loaded PVA films at 
6 wt% is measured at 45 ± 2 MPa, while the maximum tensile strength 
of AgNPs-CCNFS loaded PVA films at 6 wt% is 46 ± 1.5 MPa. Conse-
quently, the young's modulus is increased by 83 % and 84.6 % respec-
tively, in comparison to pristine PVA film. 

In Fig. 5 (a & b), the Stress-Strain curves of pristine PVA, PVA with 
different wt% of AgNPs-CCNCs loading, and PVA with different wt% of 
AgNPs-CCNFs loading samples are depicted. The graph illustrates that 
PVA films with AgNPs-CCNFs loading exhibit higher mechanical 
strength compared to PVA films with AgNPs-CCNCs loading for the same 
wt% of reinforcement in the PVA matrix. This can be attributed to the 
higher aspect ratio and improved mechanical properties, such as higher 
tensile strength and modulus, typically offered by AgNPs-CCNFs 
compared to AgNPs-CCNCs [43,44]. Therefore, AgNPs-CCNFs rein-
forced PVA films generally demonstrate superior tensile strength. 

However, the incorporation of AgNPs-CCNCs/AgNPs-CCNFs in the 
PVA matrix enhances the tensile strength and Young's modulus while 
reducing the elongation at break (Fig. 5 (a & b)). This is due to the 
increased stiffness of the composite film, which restricts the mobility of 
the PVA molecular chains. Consequently, the elongation at break (%) of 
the composite film is significantly reduced, as shown in Table 3. 

For the PVA composite films loaded with 12 wt% AgNPs-CCNCs, the 
optimum maximum tensile strength was found to be 56 ± 2 MPa. 
Similarly, for the PVA composite films loaded with 12 wt% AgNPs- 

CCNFs, the optimum maximum tensile strength was at 64 ± 1.2 MPa 
This improvement can be attributed to the uniform dispersion of 
nanofillers within the PVA matrix, as well as the enhanced crystallinity 
and hydrophobic properties of the nanocellulose, which facilitate an 
intermolecular force transfer between the nanocellulose and PVA matrix 
[45]. 

Moreover, a higher proportion of AgNPs- carboxyl nanocellulose (18 
wt%) resulted in a decline in the tensile strength, although it remained 
superior to that of the original PVA film, as indicated in Table 3. 
Excessive nanocellulose content caused agglomeration, weakening the 
interaction with the PVA matrix, and consequently diminishing the 
mechanical properties of the films [46]. 

The tensile strength of the prepared 12 wt% AgNPs-CCNCs rein-
forced PVA composite film and the 12 wt% AgNPs-CCNFs composite 
film is superior to that of other filler-reinforced PVA composites, 
including WO3 nanorods/PVA (30.5 MPa), PVA/CCNCs (52.5 ± 2.5 
MPa), TiO2/PVA (31.3 MPa), AgNps into PVA/NC (30.5 MPa), and 
peel/PVA (18 MPa). Additionally, the tensile strength of the AgNPs- 
CCNFs composite is comparable to that of trimethylammonium chlo-
ride cellulose/PVA composite films (65.56 MPa) [3,54–57]. 

The results indicate that the prepared PVA film reinforced with 12 wt 
% AgNPs-carboxyl nanocellulose exhibits excellent mechanical proper-
ties, making it a suitable material for food packaging purposes. 

3.2.2. Surface morphology and transparency of the composite films 
Morphological tests were conducted on pristine PVA films as well as 

PVA films loaded with different concentrations of AgNPs-CCNCs and 
AgNPs-CCNFs. The tests were performed using FE-SEM, and the corre-
sponding images are presented in Fig. 5 (c–g). The initial examination of 
pristine PVA film (Fig. 5 (c)) revealed a smooth surface. However, upon 
the addition of fillers to the PVA matrix, the surface morphology of the 
films transformed into a rough texture (Fig. 5 (d–g)). This roughness can 
be attributed to the formation of hydrogen bonds between the carboxyl 
and hydroxyl groups of AgNPs-nanocellulose and the hydroxyl groups of 
PVA [47]. 

Fig. 5. (continued). 
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Furthermore, the incorporation of 12 wt% AgNPs-CCNCs led to 
notable changes in the microstructure, as depicted in Fig. 5 (d). The 
enhanced dispersion of AgNPs-CCNCs within the PVA matrix resulted in 
a stronger interaction and adhesion between the fillers and the PVA 
matrix. This denser structure contributed to the improved tensile 
properties of the bio-nanocomposite films and is confirmed in the pre-
vious Section 3.2.1 [48]. Similar characteristics were observed in the 
case of 12 wt% AgNPs-CCNFs loaded PVA matrix, as depicted in Fig. 5 
(e). 

However, when the AgNPs-CCNCs content was increased to 18 wt%, 
more agglomeration and non-uniform distribution of the AgNPs-CCNCs 
were observed, as shown in Fig. 5(f). This agglomeration, where the 
AgNPs-CCNCs were surrounded by an insufficient amount of PVA resin, 
can adversely affect the strength of the composite films. Similar char-
acteristics were observed in the case of 18 wt% AgNPs-CCNFs loaded 
PVA matrix, as depicted in Fig. 5(g). The FE-SEM analysis has provided 
insights that support the measured mechanical properties of the bio- 
nanocomposite films due to the incorporation of AgNPs-carboxyl 
nanocellulose. 

Fig. 5 (h) depicts the light transmittance of composite PVA films at 
visible light wavelengths. Specifically, the pristine PVA film exhibits a 
light transmittance of 95 % at a wavelength of 500 nm [3]. In contrast, 
the transmittance of AgNPs-CCNCs loaded PVA films at 6 wt% is 90.8 % 
at the same wavelength, while the transmittance of 6 wt% AgNPs-CCNFs 

loaded PVA films is 86.7 %. The transmittance decreases as the levels of 
AgNPs-CCNCs and AgNPs-CCNFs in PVA increase. This decrease can be 
attributed to the introduction of AgNPs-carboxyl nanocellulose, which 
disrupts the transmission of light through the films. The respective 
optimal loadings of AgNPs-CCNCs and AgNPs-CCNFs in PVA films for a 
wavelength of 500 nm are 80.2 % and 79.4 %, each comprising 12 wt%. 
This serves as evidence for the absence of AgNPs-carboxyl nanocellulose 
agglomeration in the PVA matrix and highlights the remarkable 
compatibility between AgNPs-carboxyl nanocellulose and PVA. Conse-
quently, translucent, and structured biocomposite films are achieved. At 
18 wt% loading of AgNPs-CCNCs in PVA and AgNPs-CCNFs in PVA, the 
transmittance is significantly reduced to 72.5 % and 69.5 % respectively. 
However, this decrease in transmittance can be attributed to the 
increased aggregation of the AgNPs-carboxyl nanocellulose filler as its 
concentration reaches 18 wt%. Consequently, the reinforcement capa-
bility is diminished due to the formation of clusters and microvoids in 
the interfacial regions of the PVA matrix. 

Fig. 5 (i) displays the visual appearance of both pristine PVA films 
and composite films when placed in front of printed paper. The obser-
vations align with previous studies that have indicated a decrease in the 
transparency of biopolymer films upon the addition of AgNPs-carboxyl 
nanocellulose [49]. 

Fig. 6. a. FT-IR image of pristine PVA and 12wt.% AgNPs- carboxyl nanocellulose composite films, b. Images of changes in the external appearance of composite film 
packed and unpacked tomatoes for various storage times. 
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3.2.3. FT-IR analysis 
The FT-IR transmittance spectra of the pristine PVA, PVA composite 

films loaded with 12 wt% of AgNPs-CCNCs, and PVA composite films 
loaded with 12 wt% of AgNPs-CCNFs are shown in Fig. 6a. The presence 
of similar spectra confirms that there was no chemical reaction during 
composite preparation. The broad stretched peak occurring at 
3040–3660 cm− 1 indicates the presence of hydroxyl (OH) groups, 
demonstrating the hydrophilic characteristics of PVA and its affinity for 
water [45]. However, the composite films with AgNPs-CCNCs and 
AgNPs-CCNFs exhibit shorter bands compared to pristine PVA, indi-
cating a decrease in the availability of free O–H groups due to the 
presence of nanocellulose content in PVA. These groups are essential for 

maintaining hydration by penetrating the nanocellulose structure. The 
peaks at 1085 cm− 1, 1732 cm− 1, 2852 cm− 1, and 2930 cm− 1 correspond 
to C–O stretching, C––O stretching, symmetric and asymmetric 
stretching from an alkyl group, and C–H stretching, respectively [50]. 
The short peak at 1641 cm− 1 in pristine PVA is attributed to the defor-
mation vibration of absorbed water molecules [51]. The intensity of this 
peak increases with the addition of AgNPs-CCNCs and AgNPs-CCNFs in 
PVA, indicating good compatibility between PVA and AgNPs-carboxyl 
nanocellulose, resulting in favorable packaging applications. The re-
sults indicate that incorporating AgNPs- carboxyl nanocellulose into 
PVA composites has no impact on the chemical properties of PVA, 
aligning with the research conducted by Sarwar et al. [45], who 

Fig. 7. a. antibacterial (E-coli) test on AgNPs-CCNCs/PVA, b. antibacterial (E-coli) test on AgNPs-CCNFs/PVA, c. antibacterial (E-faecalis) test on AgNPs-CCNCs/ 
PVA, d. antibacterial (E-faecalis) test on AgNPs-CCNFs/PVA(s1-pristine PVA, s2-6wt% of AgNPs-nanocellulose + PVA, s3-12wt% of AgNPs nanocellulose + PVA, 
s4-18wt% of AgNPs-nanocellulose + PVA), e & f TGA and DTG curve of the pristine PVA and composite PVA film. 
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effectively produced PVA/nanocellulose/Ag nanocomposite films. 

3.2.4. Packaging and moisture retention ability 
Tomatoes play a vital role in Indian cuisine, being used in curries, 

and chutneys, and as a foundation for various dishes. To maintain their 
freshness, refrigeration or proper packaging is essential as it helps in 
preserving them. One of the common causes of tomato spoilage is the 
fungus Colletotrichum coccodes, which leads to a condition known as 
anthracnose. Over time, the unpacked or non-refrigerated tomatoes 
develop dark reddish circular soft spots and textures on their skins, as 
shown in Fig. 6(b). 

However, Fig. 6 (b) demonstrates that when tomatoes are packed 
with PVA film loaded with 12 wt% AgNPs-CCNCs and PVA film loaded 
with 12 wt% AgNPs-CCNFs, which possess antimicrobial properties, 
they remain disease-free. Consequently, these films effectively prevent 
microbial spoilage, extending the tomato's shelf life for over a week. 

The moisture retention ability (MRA) of food packaging films is 
essential to maintain the freshness and quality of packaged food prod-
ucts. The excellent MRA of the films can be attributed to their hydro-
philic nature. The water-holding capacity within the composite films is 
facilitated by the presence of free O–H groups. Table 3 illustrates the 
MRA of the developed PVA composite films, demonstrating a positive 
correlation between the AgNPs-carboxyl nanocellulose content and the 
percentage of moisture retained. As previously mentioned, (Section 
3.2.3), an increase in the AgNPs- carboxyl nanocellulose content leads to 
a decrease in the availability of free O–H groups. These groups play a 
vital role in maintaining hydration by penetrating the AgNPs- carboxyl 
nanocellulose structure. Both AgNPs-CCNCs loaded PVA composite 
films and AgNPs-CCNFs loaded PVA composite films exhibit a notable 
MRA within the range of 78–95 %, which falls within the standard MRA 
range specified by ITC Limited, India [50]. On the other hand, the 
pristine PVA film exhibits the lowest MRA, while the composite films 
with varying AgNPs-carboxyl nanocellulose contents display a high 
MRA, showing no significant difference. Other authors have previously 
reported similar characteristics [50,54–57]. 

3.2.5. Antibacterial properties of the films 
The study examined the antibacterial properties of different types of 

films: pristine PVA, AgNPs-CCNCs loaded PVA composite films, and 
AgNPs-CCNFs loaded PVA composite films against E. faecali and E. coli 
bacteria. The antibacterial test lasted for 24 h, and the resulting zones of 
inhibition were captured in photographs (Fig. 7 (a–d)). Table 3 illus-
trates how the film characteristics influence the antimicrobial activity, 
as indicated by the diameter of the inhibition zone. Analysis of Fig. 7 
(a–d)) reveals that the pristine PVA film did not exhibit any antibacterial 
activity, whereas the AgNPs-CCNCs loaded PVA films and AgNPs-CCNFs 
loaded PVA films displayed distinct inhibitory zones against both E. 
faecali and E. coli. A similar observation was made in the case of AgNPs/ 
CNCs reinforced PVA and CNCs reinforced PVA nanocomposites 
[45,50]. 

Compared to all other prepared PVA composite films, the findings 
demonstrate that the inclusion of 12 wt% of AgNPs-CCNCs in PVA films, 
as well as 12 wt% of AgNPs-CCNFs in PVA films exhibit superior char-
acteristics in inhibiting bacterial growth. Therefore, these films are 
considered good materials for food packaging applications. 

3.2.6. TGA studies 
To study the effect of 12 wt% of AgNPs-CCNCs and 12 wt% of AgNPs- 

CCNFs on the thermal stability of the PVA matrix using TGA and DTG as 
shown in Fig. 7 (c & d). 

The initial onset temperature (Tonset) of the pristine PVA was deter-
mined to be 290 ◦C. This can be attributed to the degradation of PVA 
caused by dehydration and the formation of volatile by-products [52]. 
However, the PVA composite films containing 12 wt% of AgNPs-CCNCs 
and 12 wt% of AgNPs-CCNFs exhibited lower Tonset values of 320 ◦C and 
325 ◦C, respectively. This indicates that the thermal stability of the PVA 

composite films surpasses that of the pristine PVA, likely due to the 
degradation of the PVA matrix and the pyrolysis of AgNPs-carboxyl 
nanocellulose [3]. 

Upon incorporating 12 wt% of AgNPs-CCNCs in PVA and 12 wt% of 
AgNPs-CCNFs in PVA, the DTG curve's onset temperature shows a slight 
shift towards the higher temperatures, as depicted in Fig. 7(d). Addi-
tionally, the degradation temperature of the composite film exhibits a 
slight increase from 335 ◦C to 342 ◦C for 12 wt% of AgNPs-CCNCs in 
PVA and from 335 ◦C to 345 ◦C for 12 wt% of AgNPs-CCNFs in PVA, 
respectively. This behavior can be attributed to the strong interactions 
between the hydroxyl groups of polyvinyl alcohol molecules and the 
carboxyl groups of AgNPs-nanocellulose. This study demonstrates that 
prepared composites with 12 wt% of AgNPs-carboxyl nanocellulose in 
PVA exhibit favorable thermal properties, suggesting their potential as a 
viable alternative to traditional polythene bags in society. 

4. Conclusions 

In this study, AgNPs-CCNCs were successfully isolated from used 
paper egg carton boxes through a combination of sequential organosolv 
and cyanamide-activated hydrogen peroxide treatments, citric acid hy-
drolysis, and an in-situ generation process. The resulting AgNPs-CCNCs 
display a rod-like structure with AgNPs uniformly dispersed throughout 
the entire formation. 

The α-cellulose residue obtained from citric acid hydrolysis serves as 
an input material to produce CCNFs using ball milling. Subsequently, 
this material is utilized in an in-situ generation process to create AgNPs- 
CCNFs. The obtained AgNPs-CCNFs exhibit a web-like structure with 
AgNPs homogeneously dispersed throughout the structure. Remarkably, 
both AgNPs-CCNCs and AgNPs-CCNFs displayed significant antibacte-
rial activity against both Gram-positive and Gram-negative bacteria. 

Furthermore, nanocomposite PVA films reinforced with AgNPs- 
CCNCs and AgNPs-CCNFs were prepared using the solution casting 
method, and their properties were examined. Specifically, the films 
containing 12 wt% of AgNPs-CCNCs and 12 wt% of AgNPs-CCNFs dis-
played favorable mechanical strength, thermal stability, and packaging 
capabilities. Scanning electron microscopy (SEM) images revealed that 
the 12 wt% AgNPs-CCNCs reinforced PVA film and 12 wt% AgNPs- 
CCNFs reinforced PVA film was free from any filler agglomeration, 
indicating a uniform distribution of the nanoparticles within the PVA 
matrix. 

These films were also found to possess high moisture retention 
capability, making them ideal for packaging fresh fruits and vegetables 
with a high respiration rate. Moreover, the films demonstrated strong 
antimicrobial activity against both Gram-positive and Gram-negative 
bacteria, enhancing their potential applications in food preservation 
and safety. 

Overall, these findings suggest that the developed AgNPs-nano cel-
lulose biocomposite PVA films have the potential for various packaging 
applications, making them a promising material in this field. 
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Organic filler-reinforced thermosetting polymer composites, when contrasted with ferrous, nonferrous, and their 
respective alloys, offer a broad spectrum of applications. Extensive research has been dedicated to enhancing the 
intrinsic mechanical and thermal properties of composite materials, with a particular focus on environmentally friendly, 
recyclable, and biodegradable reinforcements. As a result, the present study involved the preparation of composites by 
amalgamating cellulose nanofibers (CNFs) sourced from agricultural waste with epoxy to augment the characteristics 
of polymer composites. The CNFs-reinforced epoxy composites were fabricated via the compression molding process, 
incorporating filler loadings ranging from 1% to 3% by weight. A comprehensive experimental investigation was 
conducted on the mechanical properties (tensile, flexural, impact, and hardness) and thermal properties (heat deflection 
temperature) of these composites. Additionally, scanning electron microscopy was employed to examine the surface 
characteristics and fractured surfaces of the composites. The results revealed that, among the produced composites, 
those containing 2 wt% CNFs in the epoxy exhibited superior mechanical properties, outstanding tensile and flexural 
strengths of 42.8 ± 2 MPa and 106.1 ± 1.6 MPa, respectively, along with an impact strength of 13 ± 2.5 KJ/m² and a 
hardness rating of 21.2. Notably, these 2 wt% CNFs-reinforced epoxy composites exhibited a 7% increase in the heat 
deflection temperature, compared to the pristine epoxy resin. 
 
Keywords: red coconut peduncle waste, cellulose nanofibers, mechanical properties, morphology  
 
INTRODUCTION  

Increasing environmental concerns have 
brought into focus the need to minimize the 
dependence on non-renewable mineral resources 
for engineered products. Synthetic fibers/fillers 
are commonly used to reinforce polymer 
composite structures, typically made of materials 
such as glass, aramid, and carbon fibers. 
Moreover, synthetic nanofillers are becoming 
increasingly important due to their specific 
properties required in polymer composites. 
However, despite the widespread use of synthetic 
fibers/fillers reinforced polymer composite 
structures in various engineering applications, 
they  have  several  disadvantages, including  high  

 
production costs and significant pollution during 
production, resulting in potential health hazards.1 
The non-recyclable nature of these synthetic 
materials poses a significant threat to the 
environment.2  

To address these issues, scientists are shifting 
their research efforts towards replacing synthetic 
fibers in composite structures with eco-friendly 
biodegradable cellulosic fillers at the nanoscale.3 
As a result, cellulose nanofibers reinforced 
biopolymer composites are gaining popularity in 
various fields, from structural to electronic 
applications. Cellulose nanofibers (CNFs) in 
biopolymers are also being used in 
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 structural, automotive, electrical, 3D printing, 

and electronic industries due to their unique 
properties, including high tensile modulus, large 
surface area with a network structure, and their 
non-toxic and eco-friendly nature.4,5 

CNFs can be produced from cellulosic 
materials, such as plant fibers, agricultural waste, 
rayon cloths, and waste newspapers.6 Cellulose 
nanofiber (CNF) is a fibrous substance with a 
diameter ranging from 1 to 100 nm and a length 
that is 100 times or more the diameter. It is 
obtained through various mechanical processes, 
such as ball milling, high-pressure 
homogenization, steam explosion grinding, 
micro-fluidization, and cryo-crushing.7 CNFs 
have a web-like structure and contain cellulose, as 
well as certain amorphous elements. To reduce 
energy consumption, raw macrocellulosic 
resources are transformed into pure 
microcellulosic fibers before CNF extraction.8 
Among the different mechanical processes, ball 
milling is a simple and cost-efficient method for 
producing a large quantity of CNFs from 
cellulosic macrofibers.9 

In a study by Saba et al.,10 CNFs from 
bleached softwood kraft pulp were used to 
reinforce polymer composites with varying CNFs 
filler loadings, and it was found that a 0.75 wt% 
CNFs loading in the epoxy matrix produced the 
best tensile (26 MPa) and flexural strength (42 
MPa). Similarly, Jahanbaani et al.11 investigated 
the mechanical properties of spinning-coated 
CNFs sheets made from wheat straw and epoxy-
reinforced composites, which exhibited good 
tensile (117 MPa) and impact strength (202 
kJ/m2), compared to lignocellulosic wheat straw 
fiber-reinforced epoxy composites. Pandurangan 
et al.12 analyzed the effect of CNFs on epoxy 
composites with varying CNFs loading 
percentages and found that an epoxy composite 
containing 5 wt% CNFs had improved tensile 
strength (46.2 MPa) and thermal properties. 
Kurita et al.4 successfully extracted CNFs using a 
water jet-based mechanical technique, and the 
epoxy matrix reinforced with 2.25 vol% CNFs 
exhibited better tensile strength (74 MPa) and 
flexural strength (120 MPa), compared to other 
CNFs loading combinations.  

The existing literature indicates that cellulose 
nanofibers (CNFs) obtained from various 
mechanical processes can enhance the mechanical 
and thermal properties of polymer composites. In 
light of this, Nagarajan et al.13 conducted research 

where they successfully isolated CNFs from red 
coconut peduncle waste using a combination of 
chemical and ball milling processes. Their efforts 
resulted in CNFs with favorable physical, 
thermal, and morphological characteristics. 
However, it is worth noting that, as of now, there 
is no published research available on the 
utilization of CNFs extracted from red coconut 
peduncle waste as a reinforcement material in 
epoxy composites. 

Recognizing this research gap, the current 
study aimed to employ CNFs extracted from red 
coconut peduncle waste as a reinforcement 
component in epoxy composites, with a specific 
focus on applications requiring lightweight 
structural materials. To assess the performance of 
these epoxy composites, a series of tests were 
conducted, including tensile, flexural, impact, 
hardness, heat deflection and dynamic-mechanical 
analyses. Additionally, field electron-scanning 
electron microscopy (FE-SEM) was used to 
examine the morphology of fractured tensile, 
flexural and impact test specimens. This research 
seeks to provide valuable insights into the 
potential of CNFs from red coconut peduncle 
waste as a sustainable and effective reinforcement 
for epoxy composites in structural applications. 
 
 
EXPERIMENTAL 
Materials 

The extraction of CNFs from red coconut peduncle 
waste (RCPW) was carried out at the Nanotechnology 
Laboratory (Mechanical Department) situated at 
Thiagarajar College of Engineering in Madurai, Tamil 
Nadu, India. The CNFs used in this study were derived 
through an extraction process outlined in Figure 1 (a-c) 
and further detailed in Table 1. The properties of the 
obtained CNFs are summarized in Table 2. The 
morphology of these CNFs, derived from RCPW using 
a combination of chemical and ball milling methods, 
was examined using transmission electron microscopy 
(TEM). The sample preparation procedure for TEM 
analysis has been thoroughly described in a prior 
study.13 As depicted in Figure 1 (d), the TEM images 
clearly illustrate the extracted CNFs as having a web-
like structure, with individual CNFs, measuring around 
55 nm to 64 nm in width.  

The epoxy used in this research was obtained from 
Javanthee Traders, situated in Chennai, Tamil Nadu, 
India. Specifically, it was epoxy LY556, which is the 
diglycidyl ether of Bisphenol-A, and it exhibited a 
density ranging from 1.15 to 1.2 g/cm³. Additionally, 
the hardener employed was HY951, an aliphatic 
primary amine, with a density of 0.97 g/cm³. 
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Preparation of composites 

The compression moulding method was used to 
prepare epoxy composites with varied CNFs loadings 
(1, 2, and 3 wt%). A predetermined amount of CNFs 
was mixed with epoxy and thoroughly dispersed for 
240 minutes using a homogenizer at 10,000 rpm, 
followed by 10 minutes of sonication to remove air 

bubbles from the mixture. The hardener was then 
added to the mixture in a 10:1 (g/g) stoichiometric 
ratio (resin: hardener). After that, the mixture was 
poured into a 30 cm x 20 cm mould. The closed mould 
was placed in a compression moulding machine and 
the mixture was cured for a day at a uniaxial 
compressive pressure of 18 MPa. The prepared 
composites sheets are shown in Figure 1 (e). 

 

 

  
 

Figure 1: (a-c) extraction process of CNFs, (d) TEM image of CNFs, and (e) prepared composites through  
compression moulding 

 
Table 1 

Chemical treatment and ball milling process, as well as the results of each treatment stage 
 

Stage 
No. Chemical treatment Process specifics Treatment outcome 

Stage I Toluene-ethanol (2:1, v/v) at 
70 °C for 4 h 

Waxy contents are dissolved in 
toluene-ethanol solution  

Pure lignocellulosic fibers 
are obtained  

Stage II 

0.7 wt% sodium chlorite at 
100 °C for 120 min in an 
acidic solution 

Lignin dissolved in acidified 
chlorination solution  

Remaining hemicellulose 
coupled cellulose is 
retrieved 

17.5 wt% /v NaOH solution at 
room temperature (30 °C) for 
35 min 

In NaOH solution, 
hemicelluloses are dissolved 

Crude α-cellulose is 
synthesized 

Stage III 
80% acetic acid and 70% 
nitric acid (10:1 ratio) at 120 
°C for 15 min 

α-Cellulose defibrillation Cellulose microfiber is 
synthesized 

Stage IV Ball milling process 

Cellulose microfibers are 
milled for 2 h with 0.6 mm 
zirconia balls at 850 rpm, at 
60:1 ball-to-microfiber ratio  

CNFs are obtained  
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Table 2 
Characteristics of CNFs 

 

Type of fiber 
Crystallinity 

index 
(%) 

Crystallite 
size  
(nm) 

Thermal 
stability 

(°C) 

Thermal 
degradation 

(°C) 

Width 
(nm) Ref. 

CNFs 77.8 6.95 230 325 55-64 13 
 
Mechanical and thermal characterization  

Tensile testing was performed using a UTM 
machine (Tinius Olsen H10KL) with a 10 kN load cell 
and a 1.0 mm/min crosshead speed. The tensile 
characteristics of specimens were determined 
according to the ASTM D638-10 standard, on samples 
of 165.0 x 10 x 3.0 mm and the test was carried out 
with a gauge length of 60 mm.14 The ASTM D790-10 
three-point flexural test was performed with the same 
machine (127 x 13 x 3 mm) with a cross head speed of 
2 mm/min.15 The impact strength of the composite 
sheets was evaluated using a Tinius Olsen (Model: 
104) in accordance with ASTM D 256-10 (65 mm x 13 
mm x 3 mm) standard.16  

The hardness of composite sheets was tested using 
a Barcol Hardness tester (Model: VBH2) in accordance 
with ASTM 2583.17 During the test, the specimens’ 
surfaces were polished to remove scratches. The gap 
between the pin tip and the edge was kept to a 
minimum of 3 mm.  

An HDT-VICAT tester (XRW300A, Chengde 
Jinhe Instrument Manufacturing Co., Ltd., Chengde, 
China) was used to conduct the heat deflection test for 
measuring the deflection temperature of the composite 
sheets according to the ASTM D648 (60 mm x 12 mm 
x 3 mm) standard under the pressure of 1.86 MPa. 
During the test, silicone oil was utilised as a heat 
transfer medium with no influence on the mechanical 
qualities of the specimens.18 The specimens were 
heated in an oil bath at a rate of 2 °C/min until 
deflection was achieved.  

For each mechanical and thermal characteristic, an 
average of five specimens were examined for pristine 
epoxy and various CNFs filler reinforced epoxy 
composites as a function of filler loading (wt%). The 
viscoelastic properties of both pristine epoxy and 
composite specimens were assessed using an ASTM 
D4065-01-compliant DMA (Dynamic Mechanical 
Analysis) Q 800 machine. The testing was conducted 
in the three-point bending mode, utilizing specimens 
with dimensions of 65 mm length, 10 mm width, and 3 
mm thickness. The oscillation frequency during testing 
was set at 1 Hz. The temperature range explored during 
the test spanned from 45 °C to 150 °C, with a 
controlled heating rate of 5 °C per min. 

Fractographic analysis of the composite specimens 
following tensile, flexural, and impact tests was 
performed using an FE-SEM instrument, specifically 
the SUPRA 55 VP-4132 model from Carl Zeiss. The 
instrument operated within a voltage range from 10 to 
30 kV. To prepare the samples for analysis, the 

fractured regions were initially sectioned into 10 x 10 
mm squares. Subsequently, a thin layer of gold coating 
was applied to these specimens to improve their 
conductivity for the electron microscopy examination. 
 
RESULTS AND DISCUSSION  
Tensile testing 

In Figure 2a, the tensile strength, measured in 
MPa, is plotted against varying percentages of 
CNFs filler in the epoxy resin. The tensile 
strength of the pristine epoxy measures 31.2±1.7 
MPa. Upon the inclusion of CNFs, the epoxy 
composite achieves its highest tensile strength 
with a 2 wt% CNFs content, reaching 42.8±2 
MPa, and surpassing the strength of the pure 
epoxy. As shown in Figure 2a, this marks a 
significant improvement, of 35.4%, in tensile 
strength, compared to the pure epoxy resin, 
indicating improved contact and interaction 
between the CNFs and the epoxy matrix. This 
enhanced interaction enables more efficient 
transmission of the applied tensile load.19 When 
evaluating the tensile strength, it was observed 
that, at a 3 wt% CNFs content in the epoxy 
matrix, there was a decrease of up to 10.7% in 
comparison to the optimal CNF loading. This 
decline can be attributed to the agglomeration of 
CNFs within the epoxy matrix. The 
agglomeration phenomenon reduces the ability of 
the composite sheets to effectively transmit stress, 
leading to a reduction in tensile strength.4 

As shown in Figure 2b, the tensile modulus of 
the composite sheets follows a similar trend to the 
tensile strength. It increases as the CNFs 
concentration rises to the optimal level. 
Specifically, for the 2 wt% CNFs-reinforced 
composite, the maximum tensile modulus reached 
3.62±0.05 GPa. This indicates that the 
reinforcement exhibits excellent stiffness 
characteristics and adheres well to the epoxy 
matrix. 

However, the tensile modulus drops 
significantly when the CNFs content exceeds the 
optimal limit. This decline can be attributed to the 
deterioration of adhesive strength between the 
CNFs and the epoxy matrix. The study highlights 
significant improvements in properties, such as 
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tensile strength and tensile modulus, resulting 
from the incorporation of organic fillers derived 
from materials like Cocos nucifera shell, tamarind 
seed, Polyalthia longifolia seed, and date palm 
seed into thermosetting plastics.17,18,20,21  
 
Flexural strength tests 

In various engineering structural applications, 
such as pavements, beams and slabs, the 

susceptibility to bending is a critical 
consideration. Hence, the flexural characteristics 
play a significant role when designing and 
constructing composites for these purposes. In 
this study, the addition of up to 2 wt% of CNFs 
into the epoxy matrix resulted in noticeable 
increases in both flexural strength (measured in 
MPa) and flexural modulus (measured in GPa), as 
illustrated in Figure 3 (a and b). 

 

  
Figure 2: (A) Tensile strength and (B) tensile modulus of composites 

  
Figure 3: (A) Flexural strength and (B) flexural modulus of composites 

 
The pristine epoxy exhibited a flexural 

strength of 82.5 ± 2.28 MPa. When CNFs were 
incorporated, the flexural strength values for 1 
wt%, 2 wt%, and 3 wt% CNFs-reinforced epoxy 
composites were 99.2 ± 2, 106.1 ± 1.6, and 101.5 
± 2.3, respectively. As depicted in the figure, the 
highest values for flexural strength and flexural 
modulus were observed at approximately 106.1 ± 
1.6 MPa and 3.9 ± 0.06 GPa, respectively. These 
values represented an improvement of 36.2% and 
37.9%, respectively, compared to the pristine 
epoxy. 

The optimal composite containing 2 wt% 
CNFs was likely achieved due to the uniform 
distribution of CNFs and their superior 

adhesiveness with the epoxy matrix. Table 3 
provides a comparison of the optimal flexural 
strength of CNFs-reinforced thermosetting 
composites with that of composites reinforced 
with other organic fillers. The results indicate that 
the optimal flexural strength of the CNFs-
reinforced composite closely aligns with that of 
composites reinforced with other organic fillers. 
 
Impact strength testing 

Impact strength serves as a crucial measure to 
evaluate the ability of epoxy and its composite 
materials to withstand sudden applied loads. 
Figure 4 presents the results of impact tests 
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conducted on pristine epoxy and epoxy sheets 
containing varying weight percentages of CNFs. 

It is worth noting that all CNFs-reinforced 
epoxy composites exhibited higher impact 
strength when compared to pristine epoxy, which 
had an impact strength of 9.1 ± 1 kJ/m2. Among 
the CNFs-reinforced epoxy composites, the 
lowest impact strength, of 11.1 ± 1.5 kJ/m2, was 
recorded in the case of 1 wt% CNFs-reinforced 
composites, representing a 22% improvement 
over the impact strength of pristine epoxy. 

The highest impact strength value, amounting 
to 13 ± 2.5 kJ/m2, was achieved by the 2 wt% 
CNFs-reinforced epoxy composites, marking a 
substantial 39.1% increase over the impact 

strength of pristine epoxy. These results indicate 
that when CNFs were introduced into the epoxy 
matrix, they exhibited strong accommodation 
within the matrix, and the nanostructure of the 
fillers had excellent wettability. Additionally, the 
matrix displayed robust bonding properties, 
enabling enhanced stress transmission between 
the matrix and the filler.22 

However, it is important to note that, beyond 
the optimal CNFs content, the impact strength 
decreased rapidly. This reduction can be 
attributed to decreased absorption capabilities and 
a subsequent decrease in the bonding between the 
matrix and CNFs, reaching a notably low level. 

 

 
 

Figure 4: Impact strength of composites 
 

 
Table 3  

Mechanical properties of CNFs reinforced epoxy composite compared with other organic filler reinforced 
thermosetting composite 

 
Source of organic 
filler Matrix Tensile strength 

(MPa) 
Flexural strength 

(MPa) 
Impact strength 

(KJ/m2) Reference 

CNFs from red 
coconut peduncle Epoxy 42.8±2 106±1.6 13±2.5 Present study 

Wood apple Epoxy 43.6 78.19 - Nagaprasad20 et 
al., 2019 Coconut shell Epoxy 41.3 68.25 - 

Bio-char Epoxy 60 - 10 Karakoti23 et al., 
2019 

Coconut shell Vinyl 
ester 38.70 105.13 33.04 Gnanaraj18 et al., 

2021 
Polyalthia 
longifolia seed 

Vinyl 
ester 32.5 125 31.09 Stalin17 et al., 

2020 

Date seed Vinyl 
ester 40.3 149 17 Nagaraj21 et al., 

2019 

Tamarind seed Vinyl 
ester 34.3 121 14 Nagaprasad20 et 

al., 2019 
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Morphology of fractured mechanical testing 
specimens  

Figure 5 (a and b) provides insights into the 
fractured tensile specimens. In Figure 5a, the 
fractured specimen exhibits a smooth and glassy 
outer flat surface (labeled as B), indicating a 
brittle plastic nature, with extremely poor 

resistance to cracking, and a fracture mode 
characterized by crack propagation during the 
tensile test of the 1 wt% CNFs-loaded epoxy 
composite. Fractures are visible in the matrix 
(labeled as C) of the fractured specimens, as 
shown in Figure 5a. 

 

  

  

  
Figure 5: FE-SEM images of (a) tensile fractured specimen (1 wt% CNFs loading), (b) tensile fractured 
specimen (2 wt% CNFs loading), (c) flexural fractured specimen (1 wt% CNFs loading), (d) flexural 
fractured specimen (2 wt% CNFs loading), (e) impact fractured specimen (1 wt% CNFs loading), (f) impact 
fractured specimen (2 wt% CNFs loading) 
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Table 4 

Characteristics of fractured specimens of 1 wt% and 2 wt% CNFs reinforced epoxy composites 
 

S. no Fractured specimen Irregular and jagged 
pattern (A) 

Glassy exterior wavy or 
stream-like pattern (B) 

Matrix 
fracture (C) 

1. Tensile (1 wt% of CNFs 
loading in epoxy) Less High High 

2. Tensile (3 wt% of CNFs 
loading in epoxy) High Less Less 

3. Flexural (1 wt% of CNFs 
loading in epoxy) Less High High 

4. Flexural (2 wt% of CNFs 
loading in epoxy) High Less Less 

5. Impact (1 wt% of CNFs 
loading in epoxy) Less High High 

6. Impact (2 wt% of CNFs 
loading in epoxy) High Less Less 

 
On the other hand, Figure 5b illustrates a 

fractured surface featuring a high number of 
uneven and jagged patterns (labeled as A), along 
with a limited number of glassy external wavy or 
stream-like patterns (labeled as B), representing 
the 2 wt% CNFs-loaded epoxy composite. The 
presence of uneven and jagged patterns suggests 
that improved CNF dispersion resulted in good 
interfacial adhesion characteristics between CNFs 
and the epoxy matrix, enabling better 
transmission of tensile stress. 

This behavior of improved interfacial adhesion 
and stress transmission is also observed in the 
tested specimens during flexural and impact tests, 
as depicted in Figure 5 (c-f). The characteristics 
of the fractured specimens for both 1 wt% and 2 
wt% CNFs-reinforced epoxy composites are 
summarized in Table 4. 

 
Heat deflection test (HDT) 

The Heat Deflection Temperature (HDT) is a 
critical parameter that indicates the temperature at 
which a polymer starts to deform under a 
specified load. Figure 6 displays the HDT values 
of pristine epoxy and CNFs-reinforced epoxy 
composite sheets with varying weight 
percentages. 

The HDT value for pristine epoxy was 
determined to be 210±4.5 °C. Notably, the HDT 
values exhibited a rapid increase as different 
weight percentages of CNFs were introduced into 
the epoxy matrix. Importantly, when considering 
filler contents ranging from 1 to 3 wt%, the 
maximum HDT value was achieved by the 2 wt% 
CNFs-reinforced epoxy composites, reaching 

224.2±3.8 °C. It is evident that the HDT value 
improved with the inclusion of CNFs content. 

These findings underscore the superior thermal 
properties of CNFs when compared to other 
natural fillers commonly used in reinforced 
thermosetting composites. For instance, CNFs-
reinforced epoxy composites exhibit significantly 
higher HDT values than those reinforced with 
tamarind seed (71 °C), date seed (84 °C), 
Polyalthia longifolia seed (66 °C), and coconut 
shell (171 °C). This demonstrates the potential of 
CNFs as a valuable reinforcement material for 
enhancing the thermal stability of epoxy 
composites.17,18,20,21 

The slight decrease in the HDT value observed 
in the case of the 3 wt% CNFs reinforced epoxy 
(219.2± 3.1 °C) suggests that the bonding 
between the CNFs and the epoxy may not be as 
stable at this higher filler content. However, it is 
important to note that this decrease in HDT is still 
within a relatively high temperature range, 
indicating that the thermal stability of the 
composite is not significantly compromised. The 
HDT value remains quite robust, emphasizing the 
overall effectiveness of CNFs as a reinforcement 
material for enhancing the thermal properties of 
the epoxy composite. 
 
Hardness testing 

Figure 7 presents the Barcol hardness values of 
both the pristine epoxy resin and various weight 
percentages of CNFs-reinforced epoxy 
composites. The pristine epoxy exhibited a 
hardness value of 19.67±0.5. However, when 2 
wt% CNFs were added, the hardness value 
significantly increased to 21.2±1.5. This 
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enhancement can be attributed to the even 
dispersion of CNFs, which results from proper 
mixing proportions. It leads to strong adhesive 
bonding between the matrix and the 
reinforcement, especially when the optimal CNFs 
content is added.23,24 

Remarkably, both the pristine epoxy and the 3 
wt% CNFs-reinforced epoxy composite exhibited 
a hardness value of around 20±1.7, as depicted in 
Figure 7. This suggests that the addition of 3 wt% 

CNFs resulted in inappropriate bonding because 
of insufficient matrix material. Additionally, it 
increased the porosity of the composites, which 
consequently led to a lower hardness value. This 
heightened hardness value contributes to 
improved wear resistance in the composites and 
renders them suitable for use in dynamic loading 
conditions. 
 

  
Figure 6: Heat deflection test of composites Figure 7: Barcol hardness of composites 

 
Dynamic analysis  

Dynamic mechanical analysis was employed 
to examine the viscoelastic properties of both 
unmodified epoxy and epoxy composite loaded 
with an optimal 2 wt% of CNF under dynamic 
loading conditions. In Figure 8 (a and b), the 
curves for loss modulus illustrate the differences 
between pure epoxy and epoxy composites 
reinforced with CNFs. 

At room temperature, the storage modulus for 
pristine epoxy stands at 1500 MPa, while the 
epoxy composite with 2 wt% CNF reinforcement 
reaches 2095 MPa, marking a substantial 39% 
increase compared to pristine epoxy. However, as 
depicted in Figure 8a, the storage modulus of both 
unmodified epoxy and 2 wt% CNF-reinforced 
composites decline as the temperature rises. This 
decline is evident in three distinct states: the 
glassy (solid) state, the transitional state, and the 
rubbery state (Fig. 8a). 

A glassy state was identified within the 
temperature range from 40 °C to 78 °C for 
pristine epoxy and from 40 °C to 87 °C for the 
epoxy composite reinforced with 2 wt% of CNFs. 
In this state, characterized by limited molecular 
mobility within the polymer chains, the storage 
modulus exhibited a continuous and gradual 
decrease. Notably, the storage modulus of the 2 

wt% CNFs-reinforced composite in the glassy 
state exceeded that of pure epoxy. 

Figure 8a illustrates that the epoxy composite 
with 2 wt% CNFs displayed a higher storage 
modulus in the glassy state, below its glass 
transition temperature (Tg). This enhancement 
can be attributed to the binding interactions 
between the nano-fillers and the matrix, a 
phenomenon discussed above during the analysis 
of tensile testing results. 

The transition state was marked by a sudden 
decrease in the slope of the storage modulus as 
the temperature increased, occurring between 84 
°C to 112 °C for pristine epoxy and 90 °C to 107 
°C for 2 wt% CNFs-reinforced epoxy composites, 
following the conclusion of the glassy state. 
During this stage, the specimens underwent 
plastic deformation, leading to an increase in free 
volume due to heightened viscosity (segmental 
mobility) of the epoxy molecules. This resulted in 
a physically softer epoxy matrix and a reduction 
in interfacial bonding between the CNFs and the 
epoxy matrix.25 

Towards the end of the transition stage, there 
were no significant variations in the storage 
modulus in the rubbery state for both pristine 
epoxy and the epoxy composite reinforced with 2 
wt% CNFs. 
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As depicted in Figure 8b, the loss modulus 
values for both pristine epoxy and the optimally 
loaded (2 wt%) CNFs epoxy composites exhibit 
an initial increase until reaching the glass 
transition temperature, followed by a subsequent 
decrease. Notably, the loss modulus curve for the 
2 wt% CNFs-reinforced epoxy composite covers 
a broader range and exhibits a higher peak, with a 
maximum loss modulus of 247 MPa, as observed 
in comparison to the curve for pristine epoxy. 
Furthermore, this curve shifts towards the right-
hand side. This behavior can be attributed to the 
uniform dispersion of CNFs within the epoxy 
matrix and the immobilization of matrix segments 
at the surface of the CNFs. Similar findings have 
been reported in previous literature concerning 
polymer composites reinforced with cellulosic 
fillers.26-28  

In conclusion, both pristine epoxy and 2 wt% 
CNFs-reinforced epoxy demonstrate the highest 

loss modulus values, indicating increased 
mechanical energy dissipation. However, beyond 
the glass transition temperature, the loss modulus 
values gradually decline with increasing 
temperature, primarily due to the softening of the 
matrix material, as illustrated in Figure 8b. 

The integral of the tan (delta) curve signifies 
the degree of molecular mobility within the 
polymer and consequently, the damping 
behaviour of both the pristine epoxy and its 
composite. This damping factor undergoes a 
significant increase with rising temperature, 
reaching its peak at the conclusion of the 
transition state for both pristine epoxy and 2 wt% 
CNF-reinforced epoxy, as illustrated in Figure 8c. 
Notably, when compared to pure epoxy, the 2 
wt% CNF-reinforced epoxy composite exhibits 
the lowest damping factor at the end of the 
transition region due to the constrained movement 
of polymer chains. 

 

 

  
Figure 8: (a) Storage modulus, (b) loss modulus, and (c) tan delta curve of pristine epoxy and 2 wt% CNF 

reinforced epoxy composite 
 

Moreover, the glass transition temperature 
(Tg) experiences an elevation in the case of the 2 
wt% CNF-reinforced epoxy composite, 

surpassing that of pristine epoxy by 
approximately 13%. This improvement is 
attributed to the influence of CNFs, coupled with 
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their uniform dispersion and strong interfacial 
interaction with the epoxy matrix, which enables 
the storage of load energy rather than its 
dissipation, thus augmenting the Tg of the CNF-
reinforced epoxy composite. Subsequently, Tg 
decreases, and the loss modulus curve follows a 
similar pattern. 
 
CONCLUSION 

CNFs were extracted from red coconut 
peduncle waste and were used as a reinforcing 
material in the production of epoxy composites. 
The tensile, flexural, impact, hardness and heat 
deflection assessments were carried out to analyse 
the performance of CNFs manufactured epoxy 
composites, compared to pristine epoxy 
composite. The results of the study revealed that 
the 2 wt% CNFs reinforced epoxy composite 
exhibited the maximum tensile strength and 
tensile modulus (42.8± 2 MPa and 3.62 ± 0.05 
GPa, respectively), the highest value of flexural 
strength and flexural modulus (106.1 ± 1.6 MPa 
and 3.9 ± 0.06 GPa, respectively), the highest 
impact strength (13 ± 2.5 kJ/m2) and the 
maximum HDT value (224.2 °C), along with a 
hardness value of 21.2. SEM analysis confirmed 
the better dispersion of CNFs in the epoxy 
composite with 2 wt% of CNFs loading. DMA 
analysis showed that the storage modulus and 
glass transition temperature were enhanced for the 
2 wt% CNFs reinforced epoxy composite, when 
compared to the pristine epoxy. 

Based on the research findings presented 
above, it can be concluded that the incorporation 
of 2 wt% CNFs in epoxy is considered optimal for 
a range of industrial structural applications. These 
applications may include the construction of 
partition walls, door panels, window frames, and 
similar structural components. The research 
suggests that this 2 wt% of CNF reinforcement 
enhances the mechanical properties and thermal 
behavior of epoxy composites, making them well-
suited for use in these industrial contexts. 
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ABSTRACT
Transesterification is the process of transmutation of fatty acids to alkyl esters 
(biodiesel) when reacted with alcohols such as methanol, ethanol, etc. The 
unreacted methanol in the process downstream can be recovered and 
reused economically by integrating methanol recovery with transesterifica-
tion, thereby mitigating the environmental and health hazards caused by 
direct release of the same. The present work deals with the simulation of 
methanol recovery integrated transesterification of poppy seed oil in ASPEN 
Plus process simulator. The transesterification process is simulated using 
a component-specific kinetic model by considering four constituent trigly-
cerides of poppy seed oil, namely, oleic acid, palmitic acid, linoleic acid, and 
stearic acid. The model is made more comprehensive by incorporating six- 
step reaction mechanism for each triglyceride to simulate its respective alkyl 
ester conversion. Recovery of excess methanol is implemented using 
a distillation-based methanol recovery unit. The prediction accuracy of the 
model is found to be 3.51% when the model predicted biodiesel yield is 
compared with the corresponding experimental values. The validated model 
is used to analyze the effect of methanol-to-oil ratio, reboiler duty, tempera-
ture, pressure and reflux ratio on methanol recovery. From the analysis, it is 
found that a methanol-to-oil ratio of 6:1 and process temperature of 60°C 
corresponds to maximum biodiesel yield. For the maximum yield condition, 
a maximum methanol recovery of 0.945 can be attained economically at 
a reboiler duty of 500 cal/s and reflux ratio 2.
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Introduction

Price escalation of depleting fossil fuels and their adverse environmental footprints has spurred research in 
renewable energy sources such as biodiesel (Tyagi et al. 2010). Biodiesel is defined as an alkyl ester derived 
from long-chain carboxylic acids of triglycerides present in plant oils, animal fats, or waste cooking oil 
(Chang and Liu 2010). Transesterification is the transmutation of triglycerides to fatty acid alkyl esters and 
glycerol when reacted with alcohol in the presence of a catalyst (Borges and Díaz 2012). The selection of 
a proper triglyceride source or feedstock has a vital role in the process as well as quality, yield, and cost of 
biodiesel produced. In general, non-edible oil seeds, animal fats, and waste cooking oil, categorized 
under second-generation feedstock, are preferred to facilitate cheaper biodiesel by converting waste to 
energy (Bhuiya et al. 2014). Utilization of second-generation feedstocks such as chicken fat (Altikriti, 
Fadhil, and Dheyab 2015), radish seed oil (Fadhil, Sedeeq, and Al-Layla 2019), Cyprinus carpio fish oil (Al- 
Tikrity, Fadhil, and Albadree 2016), poppy seed oil, mixed oils (Kumar, Singhal, and Sharma 2021), etc., 
can be effectively and economically used for transesterification thereby contributing toward healthy organic 
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waste management without affecting the food resources. Poppy seed oil is one of the second generation oil 
feedstocks grown at different geographic and climatic conditions (Bhuiya et al. 2020). Among the alcohols 
used for transesterification, methanol is preferred due to its lower cost and higher reactivity (Chongkhong, 
Tongurai, and Chetpattananondh 2009). The transesterification process can be made more effective and 
economical if the excess methanol supplied for shifting the equilibrium toward the product side can be 
recovered and reused. The release of waste and unused methanol obtained at the end of transesterification 
process causes adverse environmental and health hazards.

In the conventional biodiesel production, unused methanol during the washing phase of the process is 
released to the environment (Dhar and Kirtania 2009). Methanol being toxic, the release may harm the 
ecosystem through its adverse intervention in the food chain. Recovery of unused methanol after 
transesterification can also help to limit methanol content within 0.2% in the biodiesel to meet 
ASTMD6751 or EN14214 standards (Tyagi et al. 2010). The reactor temperature, pressure, and metha-
nol-to-oil ratio of the transesterification process were experimentally reported to have a significant 
influence on methanol recovery (Baroutian et al. 2010; Wang et al. 2011). Inherently, transesterification is 
a slow process and hence different types of homogeneous and heterogeneous catalysts are used to 
augment the reaction kinetics (Thangaraj et al. 2019). Among the homogeneous catalysts, acid catalyst 
enabled transesterification requires a higher methanol-to-oil ratio of 30:1 (Xie and Wang 2021), whereas 
alkali catalysts make the process more efficient with better biodiesel quality (Cai et al. 2015). On the other 
hand, heterogeneous catalysts enable easy separation, recycling (Xie and Wan 2019; Xie and Wang 2020) 
and reuse of the catalyst without much compromise in oil to ester conversion. Through simulation tools, 
we can realistically and economically predict the performance of a process under different operating 
conditions without having to conduct expensive and time-consuming experiments (Bonate 2011). 
ASPEN Plus is one of the versatile process simulators equipped with module-wise modeling and 
simulation of integrated systems through default or user-defined settings (Rupesh and Gokul 
Krishnan 2021; Rupesh, Muraleedharan, and Arun 2016). The simulator is widely used for the design 
and simulation of transesterification plants. GIWA and Olanipekun (2015) performed a reactive dis-
tillation process in ASPEN Plus to investigate the effect of reflux ratio and reboiler duty on the purity of 
stearic acid methyl ester production. The author found that reflux ratio and reboiler duty have significant 
role in improving product purity. The effect of methanol-to-oil ratio on alkyl ester yield from jatropha 
curcas oil is simulated by Adeniyi, Ighalo, and Eletta (2019). Application of ASPEN Plus for algal oil to 
biodiesel conversion and purification of glycerol was implemented by Jabbar et al. (2014) and Xiao, Xiao, 
and Varma (2013), respectively. Among the equilibrium, stoichiometric and kinetic modeling strategies 
in the simulator, kinetic models are more realistic as they use experimentally derived chemical kinetics 
associated with the transesterification process (Jansson 1980). Several kinetic models were reported for 
ASPEN Plus simulation of biodiesel synthesis with feedstock as a single triglyceride constituent and 
transesterification reaction represented in single or multiple steps. Generally, triolein is considered as the 
triglyceride feedstock and transesterification process is formulated using either single or multi-step 
reactions. Single step reaction is used to simulate the production of palm oil methyl ester with dimethyl 
carbonate transesterification reaction in ASPEN Plus using triolein as the feedstock by Ali, and Aziz 
(2015). The effect of operating parameters on transesterification process was analyzed by Kick et al. 
(2013) using single-step reaction kinetics in CSTR reactor. Implementation of transesterification in 
catalytic reactive distillation column using ASPEN Plus was simulated by Xiao et al. (2013) to demon-
strate the conversion and separation within a single unit. Silva et al. (2017) also justified the practical 
implementation of reactive distillation column for transesterification when compared to plug flow 
reactor. The techno-economic feasibility of acid-catalyzed transesterification was simulated using single 
reaction in ASPEN Plus by Gebremariam and Marchetti (2018). Two-step and three-step reaction 
kinetics to represent transesterification in ASPEN Plus simulator was investigated by Hussain and 
Kumar (2018) and De Riju et al. (2019), respectively. The simulation of transesterification was made 
more realistic in ASPEN Plus by Silva et al. (2012) by incorporating a six-step reaction mechanism to 
simulate triolein to methyl ester conversion. Multi-step reaction kinetics consists of six reactions was 
implemented by Salehi et al. (2019) to conclude the best biodiesel purity from alkali-catalyzed 
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transesterification, by comparing different catalytic methods. Another six-step reaction model in ASPEN 
Plus to simulate soybean oil to alkyl ester conversion was implemented by Myint and El-Halwagi (2009). 
In actual practice, the feedstock consists of more than one type of triglyceride, and hence, more realistic 
simulation of the process demands consideration of all the constituent triglycerides in the simulation and 
six reactions per triglyceride constituent. Souza, Hirata, and Batista (2020) developed a multi-component 
and multi-reaction kinetic model as formulating feedstock with more constituents and incorporated 
their transesterification reaction kinetics makes the process more realistic. They considered palmitic and 
oleic acids as palm oil constituents and six reactions to represent transesterification. The transesterifica-
tion process integrated with a methanol recovery unit was reported to simulate the recovery of excess 
methanol during biodiesel synthesis (Sotoft et al. 2010). Dhar and Kirtania (2009) developed 
a stoichiometric ASPEN Plus model for excess methanol recovery with triolein as feedstock. They 
concluded that alcohol-to-oil ratio is the most important process parameter in methanol recovery. 
A performance comparison of a distillation column and an evaporator for methanol recovery in the 
transesterification of waste cooking oil was done by Yun et al. (2013). They reported that the former 
could contribute to maximum methanol recovery with high biodiesel yield and minimum heat con-
sumption. In another comparison, distillation-based recovery is found to have higher methanol recovery 
when compared with stripping and flash-based recovery techniques (Philip, Veawab, and Aroonwilas  
2014). They formulated feedstock as triolein with single reaction kinetics to incorporate transesterifica-
tion in the model. Lee, Posarac, and Ellis (2011) developed single constituent single reaction transester-
ification of waste oil and found that alkali-catalyzed reaction was more effective in methanol recovery 
than supercritical methanol transesterification. In another model, Okullo (2017) reported maximum 
methanol recovery in the alkali-catalyzed transesterification of jatropha curcas seed oil represented as 
triolein with single reaction kinetics. From the review, it is found that transesterification is simulated in 
ASPEN Plus by considering only single triglyceride constituent or two triglyceride constituents with 
limited number of reaction kinetics. In actual practice, the feedstock consists of more than one type of 
triglyceride and hence, more realistic simulation of the process demands consideration of all the 
constituent triglycerides in the simulation and six reactions per triglyceride constituent. Moreover, no 
work is found to be reported on the parametric study of methanol recovery in the transesterification of 
poppy seed oil considering individual feedstock constituents and their transesterification kinetics in 
ASPEN Plus platform. The present simulation deals with transesterification of poppy seed oil by 
considering all the four triglyceride constituents with six-step reaction kinetics for each constituent 
and the recovery of excess methanol.

Model development

A steady-state kinetic model to simulate the transesterification of poppy seed oil is developed in 
ASPEN Plus process simulator considering the following assumptions:

● The feedstock oil is a mixture of pure triglycerides
● The reactor is a perfectly mixed flow reactor, i.e., continuous stirred tank reactor
● Feed is 100% solid particle free.

The ASPEN Plus flowsheet of the model is depicted in Figure 1. Poppy seed oil is modeled by 
considering the fatty acid profile reported in the experimental work of Aksoy (2011), given in 
Table 1. Vapour–liquid equilibria of the system are represented using the Dortmund-UNIFAC (UNIF- 
DMD) model and the physical properties of feedstock, alcohol, catalyst and products are imported 
from the ASPEN Plus database (Kuramochi et al. 2009). Binary interaction parameters for the 
methanol-water and triglyceride-ester pairings are incorporated from the Non-random two liquid 
(NRTL) property package database available in the ASPEN Plus (Kiss and Sorin Bildea 2012). Alkali- 
based transesterification of the oil is simulated by considering methanol and NaOH as alcohol and 
catalyst respectively. The methanol “METHANOL” and sodium hydroxide “NAOH” streams from 
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mixer “M1” are combined with recovered methanol “MRC” by mixer “M2.” To simulate the transes-
terification process, the feedstock “OIL” is fed at a flow rate of 10 kg/h along with the resulting stream 
“MIX2” to the RCSTR reactor “TR.” Transesterification is implemented by incorporating component- 
specific reaction kinetics (Narváez, Rincón, and Sánchez 2007) in the RCSTR reactor by considering 
six reactions per triglyceride for four triglycerides, namely, triolein, trilinolein, tripalmitin, and 
tristearate, respectively, resulting in a total of 24 reactions. The general reactions and reaction kinetics 
used to simulate triglyceride transformation to their respective diglycerides, monoglycerides, and 
methyl esters are given in Table 2.

The product stream from the reactor “ROUT,” consisting of methyl ester, glycerol and unreacted 
methanol is fed to the methanol recovery unit “MRU” to remove and recover excess methanol. The 
methanol recovery unit is simulated using a radfrac distillation column and the recovered methanol 
“MRC” is reused by feeding it to the RCSTR reactor through mixer “M2.” After recovery, glycerol and 
catalyst are separated as “METNEU” by water washing from the mixture of POME, catalyst and 
glycerol represented by “ME+GLY.” The impure POME “METFAM” from ’WASH’ is fed to a radfrac 
distillation column “FAM” where pure biodiesel “FAME” is segregated from water-methanol mixture 
“METHWAT” and unreacted oil “UNOIL.” The glycerol and catalyst mixture “METNEU” is neu-
tralized in the RSTOIC reactor “NEUTR” to precipitate the catalyst in the form of Na3PO4 crystals 
using H3PO4 acid. The resultant impure glycerol “METGLYC” is converted to pure glycerol 
“GLYCEROL” in radfrac distillation column “GLYC.”

The developed model is validated with an average deviation of 3.51% when model-predicted palm oil 
methyl ester yield is compared with the corresponding experimental yield reported by Narváez, Rincón, 
and Sánchez (2007). The prediction accuracy of the model is further confirmed with an average deviation 
of 4.1% when the methyl ester yield of poppy seed oil is compared with the respective experimental values 
(Aksoy 2011). The comparison of experimental and model-predicted yield is depicted in Figures 2 and 3.

Results and discussion

The validated model is used to analyze the effect of key parameters such as methanol-to-oil ratio, 
temperature, pressure, reboiler duty and reflux ratio on methanol recovery.

Figure 1. ASPEN Plus flow sheet.

Table 1. Triglyceride composition 
(Aksoy 2011).

Fatty Acid Wt. %

Triolein 13.03
Tripalmitin 9.92
Trilinolein 75.07
Tristearate 1.98
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The effectiveness of methanol recovery is represented by methanol recovery ratio (MRR), the ratio 
of amount of methanol recovered to the amount of excess methanol at the reactor exit.

Effect of methanol-to-oil ratio

The influence of methanol-to-oil ratio on methanol recovery is analyzed by varying the methanol-to- 
oil ratio from 3:1 to 9:1 at different reboiler duties, as depicted in Figure 4. It is observed that the 
methanol recovery ratio decreases with an increase in methanol-to-oil ratio at lower reboiler duties. 
This decrease in methanol recovery with increase in methanol-to-oil ratio, at lower reboiler duty 
values, is attributed to the lack of energy availability to evaporate excess methanol. The effect of the 
methanol-to-oil ratio on biodiesel yield is depicted in Figure 5. It is found that an increase in 
methanol-to-oil ratio beyond a value of 6:1 contributes to less than a 1% increase in the yield of 
biodiesel and hence 6:1 methanol-to-oil ratio is selected for further analysis (Freedman 2017; 
Noureddini and Zhu 1997; Zhang et al. 2003). For the methanol-to-oil ratio of 6:1, the increase in 
methanol recovery beyond a reboiler duty of 500 cal/s is found to be insignificant, with a value of 
2.22%. So, a reboiler duty of 500 cal/s is considered throughout the simulation as the increase in 
reboiler duty increases cost without significant methanol recovery (Dhar and Kirtania 2009).

Effect of temperature

The effect of temperature on biodiesel yield is depicted in Figure 6. It is found that the yield of methyl 
ester increases with an increase in reactor temperature. This is attributed to the fact that at higher 
temperature, reaction rate increases until the equilibrium is established (Aksoy 2011). The reactor 
temperature for the optimal yield of biodiesel is found to be 60°C, which is in line with the findings of 
Silitonga et al. (2017) and Freedman (2017). From Figure 7, it is found that the methanol recovery ratio 
increases with an increase in temperature. For a given reactor temperature, the stream temperature in 
MRU further increases due to the addition of heat in terms of reboiler duty, and consequently, the 
recovery temperature exceeds the boiling point of methanol. Thus, the methanol recovery ratio is 

Table 2. Reactions and reaction kinetics.

Reactions
R1

TriglycerideþMethanol !
k1

k2

Diglycerideþ POME

R2
DiglycerideþMethanol !

k3

k4

Monoglycerideþ POME

R3 MonoglycerideþMethanol !
k5

k6

Glycerolþ POME

Reaction rate constants
k1 0.049
k2 0.112
k3 0.226
k4 0.133
k5 0.122
k6 0.016

Kinetic rate law
d TG½ �

dt = – k1[TG][A] + k2[DG][POME] 
d DG½ �

dt = k1[TG][A] – k2[DG][POME] – k3[DG][A] + k4[MG][POME] 
d MG½ �

dt = k3[DG][A] – k4[MG][POME] – k5[MG][A] + k6[GLY][POME] 
d COME½ �

dt =k1[TG][A] + k3[DG][A] + k5[MG][A] 
– k2[DG][POME] – k4[MG][POME] –k6[GLY][POME] 
TG – Triglyceride, DG – Diglyceride, MG – Monoglyceride, 
A – Methanol, GLY – Glycerol, POME – Poppyseed oil methyl ester
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a function of reactor temperature, as higher reactor temperature assists MRU for effective vaporization 
and recovery of excess methanol. An MRR of 0.945 is achieved, corresponding to the optimal biodiesel 
yield of 90.50% at a reaction temperature of 60°C.

Figure 2. Comparison of model predicted biodiesel yield with the experimental results.

Figure 3. Model validation with poppy seed oil.
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Effect of pressure

The effect of rector pressure on biodiesel yield and methanol recovery ratio is depicted in 
Figures 8 and 9, respectively. From Figure 8, it is observed that biodiesel yield increases with 
an increase in operating pressure up to a value of 0.6 bar and remains invariant thereafter. This 
is due to the establishment of the chemical equilibrium of the transesterification reaction. On the 
other hand, the methanol recovery ratio decreases up to 0.6 bar and remains insensitive to 

Figure 4. Effect of methanol to oil ratio and reboiler duty on MRR.

Figure 5. Effect of methanol to oil ratio on biodiesel yield.
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reactor pressure thereafter. This is attributed to the fact that no further methanol is consumed 
for reaction as transesterification attains equilibrium, and hence leads to an invariant trend in 
the methanol recovery ratio. So, an operating pressure of 1 bar is identified as a practical 
condition to mitigate the operational complexity and cost associated with subatmospheric 
pressure without compromising biodiesel yield (Noureddini and Zhu 1997).

Figure 6. Effect of reactor temperature on yield.

Figure 7. Effect of reactor temperature on methanol recovery ratio.
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Effect of reflux ratio

The reflux ratio is another MRU-dependent variable with a vital influence on the methanol recovery 
ratio. It is defined as the ratio of flow rates of distillate recovered by the MRU to the methanol 
recovered during the process (Dasan, Abdullah, and Bhat 2014). Figure 10 shows the effect of the 
reflux ratio on methanol recovery. It is observed that a maximum methanol recovery of 0.945 is 
achieved at a reflux ratio of 2 for a reboiler duty corresponding to 500 cal/s. A higher reflux ratio is 

Figure 8. Effect of pressure on biodiesel yield.

Figure 9. Effect of pressure on methanol recovery ratio.
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required to increase the purity of biodiesel as a higher reflux ratio leads to more vapor liquid contact 
and thereby better mass transfer (Noureddini and Zhu 1997). However, higher MRR at higher reflux 
ratio demands increased reboiler duty, which is energy-intensive and uneconomical (Dhar and 
Kirtania 2009). Thus, a reflux ratio of 2 is selected for an optimal MRR, which is in line with the 
observation of Okullo (2017).

From the recovery data obtained from maximum biodiesel yield condition, an economic analysis was 
conducted (Avinash and Murugesan 2017) to quantify the significance and outcome of the simulation. 
A transesterification plant integrated with methanol recovery unit with a feedstock flowrate capacity of 
10 kg/h is considered for the analysis. For an average annual operating hour of 7920 h, the system is able 
to recover 9068.4 kg of methanol per year which is equivalent to a savings of $3310 a year.

Conclusions

A component-specific kinetic model for transesterification of poppy seed oil is developed in ASPEN 
Plus by incorporating individual triglyceride constituents and their step-wise transesterification 
reactions. The model is further upgraded by implementing a distillation-based recovery unit to recover 
and reuse the unreacted excess methanol available at the reactor downstream. The developed model is 
validated with a prediction capability of 3.51% when the simulated biodiesel yield is compared with the 
corresponding experimental results.

The validated model is used to predict the effect of methanol-to-oil ratio, reboiler duty, temperature, 
pressure and reflux ratio on methanol recovery. From the simulation, it is found that maximum biodiesel 
yield is obtained at a process temperature of 60°C and a methanol-to-oil ratio of 6:1. Under the 
maximum yield condition, a maximum methanol recovery ratio of 0.945 can be practically achieved 
by maintaining a reboiler duty of 500 cal/s and reflux ratio 2. An economic analysis is conducted for 
maximum yield condition to quantify the benefit of establishing a methanol recovery system. From the 
analysis, it is found that a savings of $3310 can be achieved annually from the recovery and reuse of 
methanol in a transesterification unit with a feedstock flow rate of 10 kg/h. The research can further be 
extended by investigating the recovery of other alcohols, such as ethanol, butanol, etc., in transesterifica-
tion process and to predict the optimal operating conditions and economic benefits of the recovery.

Figure 10. Effect of reflux Ratio on methanol recovery ratio.
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Abstract
It is challenging to screen for and treat pancreatic cancer (PC), an extremely malignant tumor, both early in the course of the 
disease and as part of the later stages of treatment. In this article, a computer-aided diagnosis (CAD) technique for detecting 
PC early, particularly when assessing PC staging, is suggested. With this, clinical staff will be better equipped to give a treat-
ment plan and can intervene with therapy early on as a result. This article addresses the process of effectively segmenting 
and classifying a pancreatic tumor using a deep learning (DL) network by following the four stages outlined below. Initially, 
computed tomography (CT) images are used for diagnosis, which is obtained from TCIA public access. Following the raw 
image acquisition, these images need to be pre-processed using the Boosted Anisotropic Diffusion Filter (BADF) and Con-
trast Limited Adaptive Histogram Equalization (CLAHE). Then, using the DMFCM segmentation approach, the images are 
segmented. Through Bag of Visual Words (BOVW) and Support Vector Machine (SVM), features are extracted, and the best 
features are given as input to the classifier. Eventually, classification is carried out using optimized 3D convoluted neural 
networks (3D CNN) using Improved Harris Hawks Optimization (IHHO). The implemented model achieved better results of 
98.32% accuracy, 99% sensitivity, and 99% specificity. The proposed model is compared to some cutting-edge models such 
as normal CNNs, LSTMs, RESNETs, RNNs, and 3D CNNs to determine which one performs well. In terms of specificity, 
sensitivity, accuracy, and recall, the proposed model scored better than other models.

Keywords Classification · Computer-aided detection · Computer tomography images · Deep learning · Pancreatic cancer

1 Introduction

Cancer is a serious disease that has an incurable appear-
ance since it is caused by changes in genes that control how 
cells function [1, 2]. Specifically, PC develops in the diges-
tive organ, which is situated behind the bottom portion of 
the stomach [3]. An exocrine gland and an endocrine gland 
reside in the stomach, helping to keep blood sugar levels 
at a healthy level [4]. PC is characterized by symptoms of 
jaundice, abdominal pain, loss of appetite, sudden weight 
loss for unknown reasons, and fatigue [5]. Besides, exocrine 
tumors are also called adenocarcinomas, which develop in 
the tissues of the pancreas, as they originate in glands of 
the endocrine and exocrine glands [6]. Treatment depends 
on the stage of growth of this tumor, whereas endocrine 
tumors are often caused by cancers that affect the organs that 
produce hormones [7]. PC screening involves CT, magnetic 
resonance imaging (MRI), and so on, which are time-con-
suming and expensive [8]. PCs are frequently challenging 
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Quality deterioration of an Indian urban water source near an open dumping site
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ABSTRACT

In developing countries, the stress of drinking water is often due to the increase in population, and rivers are the most impor-

tant source of water. In this study, the pollution of the Kadambrayar River, located in southern India, was evaluated. The river

flows through major establishments in the city, and an open dumping site is located near its bank. The river was infested with

water hyacinth, which is considered a bioindicator of pollution in water bodies. Sixteen water quality parameters were analyzed

across eight sampling stations in the river and compared with the standard limits as per IS 10500:2012 and IS 2296:1992, WHO,

ICMR. It was found that parameters such as DO, BOD, and Coliforms did not comply with the limits at any of the stations. The

heavy metals were also analyzed for water and sediment samples, in which the concentrations of arsenic in water were seven

times higher and chromium was 50 times higher than the national standard limit. Thus, it can be concluded that the quality of

this drinking water source is declining abruptly, especially downstream near the dumpsite, affecting the ecosystem as well as

human health when exposed to carcinogenic metals.

Key words: drinking water, heavy metals, municipal solid waste, open dumping, urbanization, water quality

HIGHLIGHTS

• The river Kadambrayar is an important drinking water source for the surrounding urbanizing region.

• The river is infested with water hyacinth, which is a bioindicator of pollution.

• More than 500 MPN/100mL of coliforms are present in the river at all stations.

• The highest BOD of 228 mg/L and the lowest DO concentration was 0 mg/L for samples from a drain that carried the effluent

from the industries to the river.

• The highest arsenic and chromium contamination in sediment and water samples was obtained downstream near the open

dumping site.

• Exposure to heavy metal-contaminated drinking water can cause skin disorders, and cancer in humans and also threaten the

survival of aquatic biodiversity.

This is an Open Access article distributed under the terms of the Creative Commons Attribution Licence (CC BY 4.0), which permits copying,

adaptation and redistribution, provided the original work is properly cited (http://creativecommons.org/licenses/by/4.0/).

© 2023 The Authors Water Practice & Technology Vol 18 No 5, 1284 doi: 10.2166/wpt.2023.056

Downloaded from http://iwaponline.com/wpt/article-pdf/18/5/1284/1226331/wpt0181284.pdf
by guest
on 27 July 2023

mailto:nisha@scmsgroup.org
http://creativecommons.org/licenses/by/4.0/
https://crossmark.crossref.org/dialog/?doi=10.2166/wpt.2023.056&domain=pdf&date_stamp=2023-04-20
akhila
Highlight

akhila
Highlight

akhila
Highlight

akhila
Highlight



International Journal on Recent and Innovation Trends in Computing and Communication 

ISSN: 2321-8169 Volume: 11 Issue: 4s 

DOI: https://doi.org/10.17762/ijritcc.v11i4s.6302 

Article Received: 24 December 2022 Revised: 18 January 2023 Accepted: 30 January 2023 

___________________________________________________________________________________________________________________ 

 

8 

IJRITCC | March 2023, Available @ http://www.ijritcc.org 

Training and Classification of PCA with LRM model 

for Diabetes Prediction  

Neethu Krishna1, Amitha R2, Neethu Maria John3, Simy Mary Kurian4 
1Department of Computer Sciene & Engineering 

SCMS School of Engineering & Technology 

Kochi, India 

neethukrishnascms@gmail.com 
2Department of Computer Sciene & Engineering 

Mahaguru Institute of Technology 

Alappuzha, India. 

amitha@mahagurutech.ac.in 
3Department of Computer Sciene & Engineering 

Mangalam College of Engineering 

Kottayam, India 

neethu.john01@mangalam.in 
4Department of Computer Sciene & Engineering 

Amal Jyothi College of Engineering 

Kanjirappally ,India  

simymarykurian@amaljyohi.ac.in 

 

 

Abstract— There are exponential increase in the number of families who are diagnosed by diabetes mellitus because of lifestyle and other non-

determinable factors. Most of the patients are least bothered about the consequences they face or about the danger factor that approaches them. 

In this, we have established a novel model predicting the type 2 diabetes mellitus (TD2M) dependent on information digging methods. The main 

constraints are that we are trying to enhance the precision of the expected model and to not limit the model with just one data set. The model 

contains the improved NB, DT, KSTAR, LOGISTIC REGRESSION, SVM compared to the pre-processing techniques. To compare our 

outcome and the outcomes from different scientists we use Pima Indians diabetes data set and the Waikato environment for knowledge analysis 

toolbox. Apart from these, the model which we expect to implement have adequate data set quality. For more analysis, we applied it to two 

more diabetic datasets. These two provides satisfied outcomes. Henceforth, the model is set to be valuable for the betterment in the field of 

diabetology.. 

Keywords- Diabetes prediction, Logistic regression model, Support Vector Machine, KSTAR, Naïve Bayes classification. 

 

 

I. INTRODUCTION 

Diabetes is the most common sickness worldwide and 

spreading rapidly even though they are not contagious. 

Diabetes is diagnosed if there is persistent hyperglycemia and 

is described by a term called heterogeneous aggravation of 

digestion. There are two reasons for this: one is inconsistent or 

the depleting activity of insulin or it may be both. Persistent 

hyperglycemia can cause various problems it may be due to 

brokenness issue in organs, any elements in eyes, nerves and 

heart. The diabetes can be classified into two classes: type 1and 

type 2. Type 1 is caused due to the lack of insulin discharge. 

Therefore type 2 is common among the patients where it is 

caused either due to the lack of insulin secretion of protection 

from insulin activity. 

A survey was taken to access the number of diabetes 

patients worldwide which was initiated by the six version IDF 

(international diabetes federation) and found to be 382 million 

individuals who are being diagnosed and among this, type 2 

diabetes are said to be common. As a result, type 2 diabetes is 

considered to be a serious issue. If we could predict and 

analyze diabetes at right time, effective measures can be taken 

earlier hence not allowing to worsen the condition of the 

patient. This would be an exceptional innovation where it helps 

in the advancement of medical field industry. By 

demonstrating, the future could be anticipated by information 

mining. Lately, there are numerous computational techniques 

and instruments are available for information examination. For 

clinical exploration and mainly in clinical field, information 

mining has been generally applied. Hence this paper proposes a 
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half hand half analysis model which would predict diabetes by 

using various information mining techniques. This model 

would be really useful for clinical experts and specialists in 

setting on choices and improve indicative precision. We will 

discuss about information mining and its devices and 

techniques in the paper. 

II. RELATED  WORKS 

Riccardo B, Blaz Z et.al has proposed Predictive 

information mining is turning into a fundamental instrument for 

scientists and clinical experts in medication. Understanding the 

primary issues fundamental these strategies and the utilization 

of concurred and normalized methods is compulsory for their 

organization and the dispersal of result Data mining is the way 

toward choosing, investigating and displaying a lot of 

information to find obscure examples or connections which 

give a reasonable and valuable outcome to the information 

expert. Authored during the 1990s, the term information 

mining has today become an equivalent word for 'Information 

Discovery in Databases' underlined the information 

examination measure instead of the utilization of explicit 

investigation strategies. Information mining issues are 

frequently addressed by utilizing a mosaic of various 

methodologies drawn from software engineering, including 

multi- dimensional data sets, AI, delicate registering and 

information representation, and from insights, including 

speculation testing, grouping, characterization and relapse 

techniques.[1] 

In this work, Mechelle Gittens, Reco King et.al , Diabetes 

as of now positions among the most noteworthy dangers to 

human existence given the expansion in the quantity of 

analyzed cases around the world. This unexpected increment 

has been connected to changes in human way of life since most 

of cases analyzed are that of type 2 diabetes. Portable 

wellbeing (m-wellbeing) advances are being executed on the 

whole zones of the wellbeing business to help patients in  their 

quest for better lives. The general public picked for our 

examination has a populace predominately of African plunge 

and is in emergency, as it has perhaps the most elevated pace 

of diabetes and removal around the world. 

The proposed framework is contained an information 

procurement module (DAM), a cell phone and a wellbeing 

information worker. The DAM estimates the patient's 

information by methods for various sensors and sends that 

information to the cell phone by means of Bluetooth. When the 

readings arrive at the cell phone, they are sent over an IP 

organization (like the Internet) to a far off wellbeing server 

farm. The medical services experts would then be able to see 

the readings and respond properly. The framework gives day in 

and day out observing of the patients which, as the creators 

propose, could trade the requirement for up close and personal 

gatherings among specialists and patients. This considers 

patients to get the consideration they need from the solace of 

their homes. Not at all like the vast majority of the 

examination investigated, this arrangement can be executed 

without the clients expecting to possess a PDA. A large portion 

of the people experiencing constant infections are for the most 

part more seasoned people who may discover PDAs 

confounded and this exploration gives an option in contrast to 

the utilization of costly savvy phones.[2] 

Marcano-Cede~no Alexis, et.al, Diabetes is the most well-

known illness these days on the whole populaces and altogether 

age gatherings. Various strategies of computerized reasoning 

has been applied to diabetes issue. This examination proposed 

the counterfeit metaplasticity on multi-facet perceptron 

(AMMLP) as expectation model for forecast of diabetes. 

Diabetes has a lot of adverse issues like kidney sickness, 

visual impairment, nerve harm, vein harm and coronary illness 

as well. The World Health Organization in 2000 demonstrated 

there were ∼ 170 million individuals with diabetes, and 

assessed that the quantity of instances of the infection 

worldwide will be dramatically increased to 366 million by 

2030. Diabetes happens in two significant structures: type 1, or 

insulin subordinate diabetes, and type 2, or non-insulin- 

subordinate diabetes. The type 1 diabetes, is portrayed by an 

outright insufficiency of insulin discharge. People who have 

worsened condition of diabetes that affects the vital parts can 

be diagnosed by immune system pathologic cycle which occurs 

in the pancreatic islets and by hereditary markers.[3] 

Veena Vijayan V et.al has proposed Diabetes mellitus is 

caused because of the expanded degree of sugar content in the 

blood. This can cause arrangement inconveniences like kidney 

disappointment, stroke, malignancy, coronary illness and visual 

impairment. The early identification and conclusion, assists 

with recognizing and maintain a strategic distance from these 

confusions. Various modernized data frameworks were planned 

utilizing various classifiers for foreseeing and diagnosing 

diabetes. Choosing appropriate calculations for characterization 

obviously expands the exactness and productivity of the 

framework. The principle objective of this investigation is to 

survey the advantages of various preprocessing procedures for 

choice emotionally supportive networks for foreseeing diabetes 

which depend on Support Vector Machine (SVM), Naive 

Bayes classifier and Decision Tree. Information mining 

includes computational procedures, measurable strategies, 

grouping, characterization, design ID and change. Clinical 

information mining incorporates extraction of concealed 

examples from immense measure of heterogeneous information 

which subsequently making the way for a huge wellspring of 

clinical information investigation. Biomedical and medical care 

frameworks require a raised degree of coordinated effort 

among wellbeing and clinical elements. One of significant 
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obstacle looked by biomedical experts is to keep up routineness 

inside deliberate foundation. Diabetes is a genuine medical 

condition wherein the measure of sugar content can't be 

regulated.[4] 

K Sowjanya et.al , Diabetes mellitus (DM) is arriving at 

perhaps plague extents in India. The level of infection and 

obliteration because of diabetes and its potential complexities 

are colossal, and started a critical medical services trouble on 

the two families and society. The disturbing component is that 

diabetes is currently being demonstrated to be connected with 

various inconveniences and to happen at a nearly more 

youthful age in the country. [5] 

Gang Shi, Shanshan Liu, et.al has proposed the principle 

hazard components of diabetes and set up the diabetes hazard 

evaluation model which was set on the portable terminal with 

behind the stage where the information of individual 

circumstance gathered by poll could be broke down 

accomplishing way of life intercessions and exercise 

propensities proposition focused on the chose high-hazard 

diabetes. Thus, for this present strategy's benefits of simple 

activity, broad and high-efficiency. World as indicated by the 

overview of The World Public Health Organization research. It 

is a significant danger factor for death and various nonfatal 

complexities that will frame a huge weight to the patients, their 

families, and the medical services framework. A few ongoing 

intercession examines have undisputedly demonstrated that 

type 2 diabetes can be productively forestalled by way of life 

change in high- hazard people. [6] 

Juntao Wang and Xiaolong Su, et.al has proposed It is 

utilized generally in group examination for that the K-implies 

calculation has higher effectiveness and adaptability and 

merges quick when managing enormous informational 

collections. Anyway it additionally has numerous 

inadequacies: the quantity of groups K should be introduced, 

the underlying bunch communities are subjectively chosen, and 

the calculation is impacted by the commotion focuses. Taking 

into account the deficiencies of the conventional K- Means 

grouping calculation, this work presents     an improved K-

implies calculation utilizing clamor information channel. 

Bunching (grouping) is to assemble objects of a data set 

into various groups or classes (bunch) so that objects in a 

similar gathering have a huge likeness (comparability) and 

items in various gatherings have a huge divergence. Bunch 

investigation is one of the vital advances in the field of 

information mining and AI which has been applied in 

numerous territories: information mining and information 

revelation, design acknowledgment and example grouping, 

information pressure and vector quantization and assumes a 

significant part in science, topography, geology, and 

marketing.[7] 

Shunye Wanget.al , The conventional k-implies calculation 

is frequently determined by the Euclidean distance. For 

longitudinal information it can't perform exact and proficient 

registering. This technique can improve the conventional k-

implies grouping on longitudinal information. For missing 

longitudinal information, we previously embraced a straight 

addition procedure to fill in missing qualities and afterward 

normalized the information, and so on Through exhaustive 

reproduction contemplates, we show the force and adequacy of 

our strategy by contrasting the closeness inside and between the 

classes. The aftereffects of our investigations show that our 

technique can bunch the longitudinal information all the more 

adequately[8]. 

Bunching examination technique is a sort of unaided 

learning measure. It is as indicated by a portion of the 

characteristics that is a sort of likeness between little quite far, 

inside the class similitudes beyond what many would consider 

possible enormous of the things to be assembled into a class. 

Bunching examination is a module of the information mining 

framework. It is either a solitary device to track down the 

profound data of dissemination of information in the data set 

and a preprocessing step of other information mining 

calculation. Subsequently, it is a significant examination subject 

in the field of information mining that has been generally 

applied in numerous fields, for example, design 

acknowledgment, information investigation, picture handling, 

and client relationship the executives. K-implies bunching 

calculation is a sort of ordinary, fundamental division 

calculation dependent on segment. In view of the target work 

extremum, it is utilized to partition the information into various 

classes. In any case, the conventional k- implies grouping 

calculation has a few restrictions: it is not difficult to fall into 

neighborhood extremum with setting starting bunch number 

and bunching focuses as per earlier knowledge.[8] 

Phattharat Songthung et.al, has proposed Diabetes is an 

ongoing illness that adds to a critical bit of the medical care use 

for a country as people with diabetes need ceaseless clinical 

consideration. To forestall or postpone the beginning of type 2 

diabetes, it is important to recognize high danger populaces 

and present conduct changes as right on time as could really be 

expected. Screening the populace to distinguish high danger 

people is a significant undertaking. Perhaps the most exact trial 

of diabetes is through the examination of fasting glucose, 

however it is intrusive and expensive. Besides, it is just helpful 

when the individual is showing manifestations i.e., making a 

finding, which is considered past the point where it is possible 

to be a viable screening system. 

The diabetes hazard scoring framework is utilized for 

distinguishing people who have high danger for diabetes and 

ought to be circled back to lab tests and conduct alteration. 

There are six significant credits used to process the score: age 
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(a long time), sex, BMI, midsection periphery (cm), presence 

of hypertension, and family background of diabetes in 

guardians or kin. The presence of each property is given a 

score dependent on the seriousness of the characteristic, and 

scores are summarized into an all out hazard score going 

from 0-17. In the event that the absolute danger score is six or 

higher, the individual is prescribed to get a subsequent lab test 

for fasting blood glucose and go through conduct 

modification.[9] 

Longfei Han, Senlin Luo, et.al has proposed K-implies 

(PSCK- implies) technique all the while incorporates the 

restricted administered data and the size requirements to 

screen the high-hazard populace dependent on similitude 

estimation, and gets an achievable and adjusted separation 

answer for evade bunch with not many focuses. Results on 

CHNS public dataset and follow-up dataset show that proposed 

PSCK implies strategy can normally review the danger of 

diabetes into four levels, and accomplish 73.8%, 85.1% and 

0.95 affectability, explicitness and RME on testing 

information. The proposed strategy contrasts well and 8 past 

semi- regulated grouping techniques, it shows that semi-

managed bunching by bringing together numerous types of 

imperatives can direct a decent segment that is more pertinent 

for the area and find new classifications through earlier 

information. 

Danger delineation can assess an individual's danger for 

enduring diabetes, it isolates the danger of populace into 

various danger levels, like high-hazard level, moderate-hazard 

level or okay level. Having a framework to define people as 

per hazard is vital to the achievement of diabetes anticipation 

activity, and this permits people profit by additional 

examination and mediation. The basic methodologies have been 

applied to take care of danger separation issue are the danger 

scores, which grade the scores into one of a few classifications, 

to give a degree of danger among "low" and "very high"[10]. 

III. PROPOSED METHODOLOGY 

The motivation behind this examination is to furnish an 

alternate methodology in managing instances of diabetes, that 

is with information mining strategies NB, DT, KSTAR, 

Logistic Regression, SVM calculation to foresee and 

investigate the danger of diabetes that is carried out in the 

portable system. The dataset utilized for information 

demonstrating utilizing calculated relapse calculation. In the 

information readiness dataset done pre-preparing measure 

utilizing supplant missing worth, standardization, and highlight 

extraction to deliver a decent exactness. The aftereffect of this 

examination is execution measure with ROC Curve, and 

furthermore the property investigation that impact to diabetes 

utilizing p-esteem. From these outcomes it is realized that by 

utilizing demonstrating strategic relapse calculation and 

approval test utilizing leave one out acquired precision of 

94.77%. Also, for ascribes that influence diabetes is 9 credits, 

age, hemoglobin, sex, glucose pressure, creatin serum, white 

cell tally, urea, all out cholesterol, and BMI. What's more, for 

ascribes fatty oils have no impact on diabetes. The proposed 

technique incorporates extraction of new gathering of 

highlights from PIDD by utilizing PCA-LRM so the qualities 

are examined for their significance and pertinence, and are 

oppressed for information mining strategies like Linear 

Regression Model (LRM) to arrange the given information for 

foreseeing diabetes infection. 

Figure 1. Proposed Frame Work 

A. Preprocessing 

In Data Selection methodology, it is executed to find the 

missteps like missing characteristics, wrong substance, and 

inconsistency of data. In the data examination stage, it 

calculates the data to get the vital results by taking apart the 

datasets using an exceptional gadget. Shows Preprocessing 

strategy consolidates change which performs Restoring the 

missing characteristics. 

B. Normalizing the  Data 

Tracking down some unacceptable characteristics As data 

in actuality is foul, insufficient and clamorous, we need to 

perform data preprocessing technique. In this system, it 

incorporates finding the missteps and missing the assessment 

of data from the copious dataset. Using Preprocessing, it ends 

up being not hard to reestablish the missing characteristics and 

right some unacceptable data . With list worth and 

characteristic name and others.  

C. Classification 

Characterization: Classification is the technique to find a 

lot of models that explain by apportioning a thing to a 

particular class subject to its closeness to past examples of 

various articles. The classifier is made to assess the out and 

out names. These names portray a data thing into any of the 

inbuilt classes. First thing, gathering may show closeness to 

objects that are certainly people from a given class. All 

described articles should go through pre-gathering (i.e.) the 
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imprint should be understood. It would be acknowledged that 

every model has a spot with a predefined class such as NB, 

DT, KStar, Logistics Regression, Support Vector Machine. 

 

D. Diabetis Classifiaction 

Diabetes is the most common sickness worldwide and 

spreading rapidly even though they are not contagious. 

Diabetes is diagnosed if there is persistent hyperglycemia and 

is described by a term called heterogeneous aggravation of 

digestion. There are two reasons for this[11]: one is 

inconsistent or the depleting activity of insulin or it may be 

both. Persistent hyperglycemia can cause various problems it 

may be due to brokenness issue in organs, any elements in 

eyes, nerves and heart. The diabetes can be classified into two 

classes: type 1and type 2. Type 1 is caused due to the lack of 

insulin discharge. Therefore type 2 is common among the 

patients where it is caused either due to the lack of insulin 

secretion of protection from insulin activity. 

A survey was taken to access the number of diabetes 

patients worldwide which was initiated by the six version IDF 

(international diabetes federation) and found to be 382 million 

individuals who are being diagnosed and among this, type 2 

diabetes are said to be common. As a result, type 2 diabetes is 

considered to be a serious issue. If we could predict and 

analyze diabetes at right time, effective measures can be taken 

earlier hence not allowing to worsen the condition of the 

patient. This would be an exceptional innovation where it helps 

in the advancement of medical field industry. By 

demonstrating, the future could be anticipated by information 

mining. Lately, there are numerous computational techniques 

and instruments are available for information examination. 

For clinical exploration and mainly in clinical field, 

information mining has been generally applied. Hence this 

paper proposes a half hand half analysis model which would 

predict diabetes by using various information mining 

techniques. This model would be really useful for clinical 

experts and specialists in setting on choices and improve 

indicative precision. We will discuss about information mining 

and its devices and techniques in the paper 

1) Logistic Regression Model: For modelling binary 

classification, this would be of good choice. Here we assume, 

the conditional probability of one of the output classes to be 

equal to the linear combination of the input features. 

Therefore, the equation would be: 

 

                 Zi = ln( Pi 1 − Pi )                                    (1) 

 

where P is the probability of the occurrence of event i. 

 

 

2) Naïve Bayes Classification 

 This algorithm is known for its simplicity and usefulness. 

At the same time, it is fast to build and makes a quicker 

prediction. It learns probability as per the target class, we 

assume that the occurrence of particular attribute is 

independent of the occurrence of other attributes, this algorithm 

shows better performance[12]. This algorithm will not require 

the accurate one such that the highest probability is allocated to 

the correct class. It is based on the Bayes theorem as in 

equation 2 which states that:  

 

P(A|B) = P(B|A) P(A) P(B)   (2)  

 

where P(A|B) and P(B|A) are the conditional probabilities 

of occurrence of an event A given that event B is true and vice 

versa. A, P(A), P(A|B) and P(B|A) are called proposition, prior 

probability, posterior probability and likelihood, respectively. 

Support vector machine is also an algorithm which is basically 

a linear machine learning algorithm used for solving 

classification problems. This is called as support vector 

classification. Support vector regression is the subset of SVM. 

The above mentioned two algorithms use the same method to 

solve regression problem. optimization problem is the Primal 

formulation since the problem statement has original variables. 

3) The K – Star 

The System Based on Classification Primarily, dividing 

the data into K subsets are done for performance evaluation. 

Every subset contains the data of each class. From there K 

subset, one is taken for testing and remaining other was taken 

for training. In order to study for testing and training, we 

assume the value of K to be 10. The measurement of 

performance would be based on sensitivity, PPV[13], 

AUC[14], specificity, F-measure and NPV. An explanation of 

each performance parameter is given as follows: 

a) Positive prediction value (PPV 1): It is the number of 

positive samples correctly categorized as positive divided by 

the total testing data sample classified as positive as shown in 

equation 3. 

 

                      PPV= TP/TP+FP   (3) 

 

b) Negative Prediction Value (NPV):It represents  the 

number of negative samples correctly categorized as negative 

divided by the total testing data sample classified as negative. 

 

TN
NPV

TN FN
=

+
                                               (4) 
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c) Sensitivity: This is the number of positive samples 

correctly categorized as positive divided by the total testing 

sample data testing positive 

 

TP
Sensitivity TPR

TP FN
= =

+
                         (5) 

 

d) F-measure (F1) :This represents  the harmonic mean of 

sensitivity and PPV 

 

*
1 2*

PPV Sensitivity
F

PPV Sensitivity
=

+
.                           (6) 

 

4) Decision Tree 

This algorithm is a part of supervised learning algorithm. 

This algorithm can be used for solving regression problems 

and classification problems.The objective of this algorithm is 

for creating a training model that is used for predicting the 

class or value of wanted variable by some simple decision that 

is acquired from training data before.For recording a class, we 

have to start from the root of the tree. Hence, we compare the 

values of the root with the records attribute. So after 

comparison, we follow the branch corresponding to the value 

and jump to the next node. 

E. Data Mining 

K implies rich and assorted history as it is been discovered 

in different logical fields. This was found 50 years before. K 

implies is one of the most used one. K implies are comfortable 

to use as it is simple in execution, productivity, experimental 

achievement and straightforwardness. It follows a basic 

method, to distinguish the informational collection from 

particular groups that does not include K bunches fixed 

apripori. 

For calculation it randomly takes K articles, addressing the 

K bunch community. This advance is for taking each guide that 

has a place from given informational collection and pair it to 

the closest focus that is dependent on the closeness of the item 

with bunch focus utilizing Euclidean distance. When all these 

processes are done, the K group habits is calculated again. This 

process would continue, until there is no adjustment in K bunch 

communities. 

 With the end goal of expectation, a forecast model was 

characterized. The working rule of the proposed mode contains 

four stages: 

a)   Data preprocessing: missing qualities are replaced 

and inconceivable qualities with mean. 

b) Data decrease: by using K implies remove the 

inaccurately arranged information to group the data set. 

c) Classification: by using the diminished information 

build a choice tree. 

d) Performance assessment: by using a portion of the 

classifier assessment measurements, we have to evaluate 

presentation. 

F. Training and Clssifiaction of PCA with LRM 

Select UCI Repository based datasets. Start Data cleaning 

measure. 

Find missing qualities A set W with K ≥ 2 classes, an 

integerk≥1. 

{Training with CIC} 1: for j=1,… ..,K do 

2: Partition class L_jinto "k" groups. 3: end for 

4: Choose Better Attributes dependent on Train classifier R 

utilizing all preparation information to perceive all "k.K " 

groups. 

Require: A point "x" . {Logistic Regression Classification 

with PCA } 

1: Let I = R(x),i=1,… ,k,… .,k.K. 

2: Return class of group I. 3:Display the order result. 

 

IV. EXPERIMENTAL SETUP 

By using PCA-LRN, it helped in limiting the cons of 

having same highlights which are of no purpose for grouping. 

This is possible because of interaction. Since the decrease in 

the quantity of factors in the first informational index helped 

with taking care of boisterous and exception information, 

PCA-LRM in this way improved our k-implies result. The 

fundamental benefit of PCA-LRM is that whenever we have 

discovered these Principal Components from the information 

and we can pack the information i.e., by decreasing the 

quantity of measurements absent a lot of loss of data, it turned 

into a fundamental interaction to decide the quantity of groups 

and give a factual system to display the bunch structure. The 

productivity and exactness of any prescient and indicative 

model is of fundamental significance and ought to be 

guaranteed before a particularly model is sent for execution. 

We dissected and assessed our model yield utilizing diverse

 assessment measurements, and the outcome is 

appeared . To begin with, to decide the presentation of our 

model, we used the kfold cross approval strategy, which 

permits us to decide how well our model will perform when 

given new and recently untaught information. Our decision of 

the 10-overlap cross approval implied that our dataset was 

separated into 10 subsets. 

In the beginning of all the steps, one subset is been used as 

the test set and the remaining are used as the preparation set. At 

this point, the general mistake present on every 10 

preliminaries was registered in order to acquire the complete 

qualities of the model. This will make overcome two issues: it 

nearly nullifies the issue of inclination as practically the entirety 
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of the information is utilized for fitting, and also, the issue of 

difference is incredibly decreased. 

 

A. Dataset Description 

The Pima Indian Diabetes dataset acquired rom UCI store 

of AI was used for this examination. The dataset is included 768 

example female patients from the Arizona, USA populace who 

were analyzed for diabetes. The dataset has an aggregate of 8 

ascribes (addressing clinical analysis models) with one 

objective class (which addresses the situation with each tried 

person). In the dataset there is a sum of 268 tried positive 

examples and 500 tried negative cases. The ascribes in the 

dataset incorporate the accompanying: 

• Number of times pregnant (Preg) 

• Plasma glucose focus at 2hr in an oral glucose resilience test 

(Plas) 

• Diastolic Blood pressure (Pres) 

• Triceps skin crease thickness (Skin) 

• 2-hr serum insulin (Insu) 

• Body mass file (BMI) 

• Diabetes family work (Pedi) 

• Age 

• Target Variable (Diag) 

    

 
Figure 2. Performance comparison of Algorithms 

 

Despite the fact that PCA with LRM is a notable method, 

its productivity in improving k-implies bunching and thusly the 

strategic relapse grouping model has not been given adequate 

consideration. Through our investigation we have shown that 

an improved calculated relapse model for anticipating diabetes 

is conceivable through the joining of PCA with LRM. 

 

 

TABLE I.  PERFORMANCE OF MACHINELEARNING ALGORITHMS 

Classificati

on 

Algorithms  

Accura

cy  

Precisi

on  

Reca

ll  

Scor

e F1 

Scor

e F2 

Scor

e F3  

Logistic 

Regression 

Learning  

98.25%  0.9830  0.982

0  

0.982

5  

0.982

2  

0.982

1 

SVM  97.88%  0.9791  0.978

9  

0.971

0  

0.971

0  

0.971

0 

Naïve 

Bayes 

Classificati

on  

91.81%  0.9190  0.918

0  

0.918

5  

0.918

2  

0.918

1 

K Star 97.08%  0.9710 0.971

0  

0.971

0 

0.971

0 

0.971

0 

Decision 

Tree 

Method  

91.81%  0.9200  0.918

0  

0.919

0  

0.918

4  

0.918

2 

 

Table shows the results for testing data of each node, 

random decision tree considered randomly chosen k attributes 

without performing pruning. The SMO method made use of 

John Platt’s optimization algorithm for training SVM. KNN 

selected an appropriate k based on cross validation and 

performs distance weighting for learning. Figure 3 compared 

the performance of the all eight classifiers in terms of F3 score. 

The simple logistic regression (SLR) learning model, SVM 

learning with stochastic gradient descent (SGD) optimization 

and multilayer perceptron network (MLP) showed better 

performance in terms of F3 score than the other five 

classification algorithms. 

 

 
Figure 3 .Classification Results in term of the Accuracy 

 

B. Using Different Classifiers 

Using different classification algorithms for the 

classification of the HD dataset shows very promising results in 

term of the classification accuracy for the K-NN (K = 1), p.s. all 

other k values gave similar accuracy, when sensitivity analysis 

was done on the K-NN classifier, Decision tree compared to 
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Naïve Bayes,  SVM, Decision Table and Adaboost classifiers, 

with accuracy of classification of 99.7073, 98.0488 and 

97.2683% respectively, with Kappa statistic value of 

0.9941,0.961 and 0.9454 respectively, and it was mentioned 

earlier, kappa statistics value implies the accuracy of the 

classification algorithm used as it intent to reach 1. 

V. CONCLUSION 

The interest achieved in the assessment joins, the ability to 

secure an improved k- suggests pack result far above what 

various experts have gotten in relative examinations. Moreover 

the essential backslide model performed at an improved level in 

expecting diabetes starting, when diverged from the results 

gained when various figuring where used in our examination 

and that of various assessments. Another advantage is the way 

that our model can show another dataset adequately. 

This proposal was to prepare a productive model for the 

prediction or foreseeing the diabetes. After researching on other 

works, we put forwarded a innovative novel model, where it 

uses PCA with LRN for decrease in dimensions, K implies for 

assorting and to characterize, we use calculated relapse. At start 

we applied PCA strategy in order to improve the K implies 

consequence of different scientists. 

The curiosity accomplished in the examination 

incorporates, the capacity to get an upgraded k-implies group 

result far above what different specialists have gotten in 

comparative investigations. Likewise the calculated relapse 

model performed at an improved level in anticipating diabetes 

beginning, when contrasted with the outcomes got when 

different calculations where utilized in our investigation and 

that of different examinations. Another benefit is the way that 

our model can demonstrate another dataset effectively. 
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Abstract

Affect state of a person has an impact on the intellectual processes that control

human behavior. Experiencing negative affect escalates mental problems, and

experiencing positive affect states improve imaginative reasoning and thereby

enhances one’s behavior and discipline. Hence, this work centers around affect

acknowledgment from typing-based context data during the pandemic. In this

paper, we present a novel sensing scheme that perceives one’s affect state from

their unique contexts. We also aim to study how affect states vary in

smartphone users during the pandemic. We collected data from 52 participants

over 2 months with an Android application. We exploited the Circumplex

Model of Affect (CMA) to infer 25 affect states, leveraging built-in motion and

touch sensors on smartphones. We conducted comprehensive experiments by

developing machine learning models to predict 25 states. Through our study,

we observe that the states of users are heavily pertinent to one’s typing and

motion contexts. A thorough evaluation shows that affect prediction model

yields an F1-score of 0.90 utilizing diverse contexts. To the best of our

knowledge, our work predicts the highest number of affect states (25 states)

with better performance compared to state-of-the-art methods.

This is a preview of subscription content, access via your institution.

Access options

Buy article PDF

39,95 €
Price includes VAT (India)

Instant access to the full article PDF. Learn more about Institutional
subscriptions

Home  Multimedia Systems  Article

Log in

Menu Search Cart

Your Privacy

We use cookies to make sure that our website works properly, as well as some optional cookies to personalise content and advertising, provide social media features and
analyse how people use our site. By accepting some or all optional cookies you give consent to the processing of your personal data, including transfer to third parties,
some in countries outside of the European Economic Area that do not offer the same data protection standards as the country where you live. You can decide which
optional cookies to accept by clicking on "Manage preferences", where you can also find more information about how your personal data is processed. Further
information can be found in our privacy policy.

Accept all cookies Manage preferences

https://link.springer.com/journal/530
https://link.springer.com/article/10.1007/s00530-023-01142-6/metrics
https://wayf.springernature.com/?redirect_uri=https%3A%2F%2Flink.springer.com%2Farticle%2F10.1007%2Fs00530-023-01142-6
https://www.springernature.com/gp/librarians/licensing/agc/journals
https://www.springernature.com/gp/librarians/licensing/agc/journals
https://link.springer.com/
https://link.springer.com/journal/530
https://link.springer.com/
https://link.springer.com/signup-login?previousUrl=https%3A%2F%2Flink.springer.com%2Farticle%2F10.1007%2Fs00530-023-01142-6
javascript:;
javascript:;
https://order.springer.com/public/cart
https://link.springer.com/privacystatement
https://link.springer.com/privacystatement
https://link.springer.com/privacystatement
https://link.springer.com/privacystatement
https://link.springer.com/privacystatement
https://link.springer.com/privacystatement
https://link.springer.com/privacystatement
https://link.springer.com/privacystatement
hp
Highlight

hp
Highlight



03/11/2023, 20:17 Affect sensing from smartphones through touch and motion contexts | SpringerLink

https://link.springer.com/article/10.1007/s00530-023-01142-6 2/8

Data availability

The dataset generated and analyzed during the current study are not publicly

available due to the privacy concerns of the participants but the anonymized

data are available from the corresponding author on reasonable request.
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SERIES EDITORIAL

We are delighted to introduce the special section on 
Ultra-Low Latency and Reliable Communications for 

Future Wireless Network. This issue introduces five high quality 
articles presenting discussions on new techniques and con-
cepts, standards, future applications, network architectures, 
challenges, and promising solutions for ultra-high speed, low 
latency, and reliable communications in future networks. In the 
following, we will introduce these articles and highlight their 
main contributions.

The article entitled, “Communication and Computation 
O-RAN Resource Slicing for URLLC Services Using Deep Rein-
forcement Learning,” presents and discusses a two-level RAN 
slicing approach based on the O-RAN architecture to allocate 
the communication and computation RAN resources among 
URLLC end-devices. For each RAN slicing level, resource slicing 
problem as a single-agent Markov decision process is modeled, 
along with a deep reinforcement learning algorithm to solve it. 
The simulation results presented demonstrates the efficiency of 
the proposed approach in meeting the desired quality of ser-
vice requirements.

In the article entitled, “Distributed Computation Offloading 
with Low Latency for Artificial Intelligence in Vehicular Net-
working,” the authors proposes a distributed computation off-
loading scheme which can be used to outsource the tasks of 
AI model computation to nearby vehicles and road side units in 
vehicular networking. Here, to alleviate the computational bur-
den and reduce the latency of the computation at the vehicle 
side, the improved genetic algorithm is used to divide the com-
putation of the sigmoid function into multiple sub-tasks.

 The article entitled, “Device-to-Device Communications at 
the TeraHertz Band: Open Challenges for Realistic Implemen-
tation,” presents a comprehensive and interesting discussion on 
Terahertz channel modeling, communications, and offloading 
mechanisms. Here, the authors investigate the possibility to 
make effective use of the THz band for D2D communication. 

The article, “Dimensioning Spectrum to Support Ultra-Re-
liable Low-Latency Communication,” presents an analysis to 
indicate that the bandwidth needed to meet URLLC goals can 
be in the order of gigahertz, beyond what is available in today’s 
mobile networks. Network densification can ease those band-
width needs but requires new deployment strategies involving 
substantially larger numbers of sites. As an alternative, multi-con-
nectivity and multi-operator network sharing are considered as 
efficient ways to reduce the demand for bandwidth without 
outright deployment of additional base stations. 

The article, “Federated Learning Encounters 6G Wireless 
Communication in the Scenario of Internet of Things,” presents 
and discusses a novel federated learning architecture integrat-
ing 6G, called super-wireless-air federated learning framework, 
which enables data privacy protection and adapts to complex 
IoT scenarios. Further the authors present the detailed system 
design and key technologies of the proposed architecture.

We would like to express our sincere thanks to all the 
authors for submitting their articles and to the reviewers for 
their valuable comments and suggestions that significantly 
enhanced the quality of these articles. We are also grateful to 
Prof. Zander Lei, for the great support throughout the whole 
review and publication process of this series, and, of course, 
all the editorial staff. We hope that this special issue will serve 
as a useful reference for researchers, scientists, engineers, and 
academics in the field of Ultra-low Latency and Reliable Com-
munications for Future Wireless Networks.
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Deep learning models and data-driven intelligent analytics 
are widely used components of artificial intelligence. Deep 
learning models discover features through autonomous or 
representation learning and process them through artificial 
neural networks to retrieve the desired results. There are 
several base types of deep learning models, such as radial 
basis function networks (RBFN), recurrent neural networks 
(RNN), generative-adversarial-networks (GANs), long-
short-term memory networks (LSTMs), convolutional neural 
networks (CNNs), self-organizing maps (SOM), restricted 
Boltzmann machines (RBM), autoencoders, and multilayer-
perceptron (MLP). These types depend on the requirement; 
for example, the autoencoder is designed to transform input 
data into a different representation, such as re-generating or 
re-constructing an image. In the same way, self-organizing 
maps are created to solve high-dimensional data that consist 
of the number of features that are larger than the number of 
observations and use the winning weight award technique 
to choose distinct features in the high-dimensional complex 
data. The industrial multimedia data that include hyperme-
dia, hypertext, graphics having 2D and 3D formats, 3D ani-
mation, and audio and video types are fragile and complex. 
And, with the variety of base deep learning models, it is 
difficult to understand how we use a particular type for a 
specific multimedia data problem.

We observed the recent research contributions and under-
stood the requirement of utilizing deep learning models in 
the industrial multimedia environment. And, sought the 
submissions carefully related to the topic of deep learning 
models having the scope of multimedia data formats only. In 
the response, we received various numbers of submissions 
out of which, a total of thirteen papers were accepted after 
rigorous review. We share a summary of the contributions 
from different parts of the world mentioned below.

The paper by Tiago do Carmo Nogueira et al. proposes 
a novel idea using encoder–decoder structure to extract 
features from reference images and gated-recurrent-units 
(GRUs) for creating descriptions. And they used part-of-
speech (PoS) analysis to generate weights. They evaluated 
their technique using MS-COCO and Flickr30k datasets. 
They performed prediction resulting in more descriptive 
captions for predicted and KNN-selected captions.

The paper by Ahmed Barnawi et  al. presents a new 
method of detecting COVID-19 using emergency services 
such as UAVs. They designed and proposed a transfer-learn-
ing-based deep CNN architecture to categorize patients into 
positive, negative, and null (pneumonia patient) categories. 
Using the developed model, they evaluated their tech-
nique through time-bounded services and achieved 94.92% 
accuracy.

The paper by Faria Nazir et al. proposes a deep learning 
model to address the problem of language pronunciation 
mistakes using speech mistakes analysis. They further divide 
the solution into phonemic errors (confusing phonemes) and 
prosodic errors (partially modified pronunciation variants of 
phones). They use CNN-based clustering technique to iden-
tify the faults and categorize phonemes through K-nearest 
neighboring technique along with Naïve Bayes mechanism, 
and support-vector-machine (SVM) algorithm. They evalu-
ated the model using an Arabic dataset of 28 individuals and 
received an accuracy of 97% than traditional models.

The paper by Linbo Wang et al. present a collaborative 
transformational–spatial clustering model that identifies 
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inliers with two-way proximities. They discuss the technique 
so that, at first, a generalized match is transformed into a 
collaborative transformational–spatial space. After that, a 
collaborative kernel density estimator maps the object with 
images. Finally, they fix matching proximities to enhance 
application on different images. They perform experiments 
and achieve superior performance on feature-identical jobs, 
such as multi-object pairing, duplicate-object pairing, and 
object-retrieve technique.

The paper by Loveleen Gaur et al. discusses a deep learn-
ing model that detects COVID-19 using autonomous deep 
convolutional neural networks. Using transfer learning, they 
focus on chest X-rays and evaluate three pre-trained CNN 
models, EfficientNetBo, VGG16, and InceptionV3. They 
consider the technique by measuring performance metrics, 
such as accuracy, recall, precision, and F1 scores. They 
achieve an overall accuracy of 92.92% with a sensitivity of 
94.79%.

The paper by Asma Kausar et al. proposes a deep learn-
ing model to automate left-side-atrium segmentation on 
magnetic resonance imaging (MRI) to assist medication 
and diagnosis of heart surgical treatment. They discuss a 
three-D multi-scale residual-learning-based model to main-
tain granular and standard-level features through a network. 
They evaluated their model using the award-winning left-
atrial-segmentation technique with less constraints. They 
claimed not to add any extensive pre-processing of input 
data for the said task.

The paper by Jimmy Ming-Tai Wu et  al. proposes a 
graph-based CNN-LSTM deep learning mode and predicts 
stock prices having high indicators. They use a financial time 
series dataset onto a joint convolution neural network (CNN) 
and long-short-term-memory neural network (LSTM) and 
constructs a sequence-array of historical data with leading 
indicators. They evaluated their model using the USA and 
Taiwan stock datasets and achieved better results than exist-
ing approaches.

The paper by Gengsheng Xie et al. presents a re-iden-
tification (Re-ID) technique that focuses on a deep metric 
representation technique for extracting the features through 
a dataset. They discuss a pose-guided feature region-based 
fusion network (PFRFN) for using pose landmarks as local 
features. They evaluate the technique using various data-
sets, such as Market-1501, DukeMTMC, and CUHK03, and 
achieve improvement over traditional models.

The paper by Sumit Pundir et al. proposes an intelligent 
machine learning model that handles the botnet attacks 
through a malware detection technique in the IoT-enabled 
industrial multimedia environment. They use four types of 
methods: naïve Bayes, logistic regression, artificial neural 
network (ANN), and random forest, to detect the malware. 
They evaluate the idea and achieve 99.5% detection success 
having a 0.5% false positive rate.

The paper by Akshi Kumar presents a model that focuses 
on crowd knowledge and answers how-to-do concerns in the 
QA websites. For that, he develops the mechanism of Siamese 
neural architecture and extracts similarity-matching features. 
Furthermore, the training is performed through a multi-layer 
perceptron for predictions. And semantically matched ques-
tions are grouped to figure out the experts. He evaluated the 
technique by combining multi-layer perceptron and Manhat-
tan distance function and compared the results with existing 
models.

Another paper by Ranran Lou et al. proposes a model to 
protect the ocean environment and predict the unknown ele-
ments and deep sea resource monitoring. They use a data-
driven analytics approach to analyze ocean data, including 
sound source identification, element prediction, and physical 
constraints. They evaluated the model with standard ocean 
datasets and compared the results with existing approaches.

In the paper by Mohib Ullah Khan et al. presents a tech-
nique focusing on social media reviews for the restaurant 
industry. They use a novel convolutional attention-based bi-
directional modified LSTM of the word, successive sequences, 
and patterns with aspect category detection (ACD). They 
extract features of public reviews as entities and attributes to 
further develop sequences and patterns. They compare the 
technique using SemEval-2015, SemEval-2016, and Senti-
Hood datasets and achieve results with an average improve-
ment of 79% than traditional models.

In the last, the paper by Celestine Iwendi et al. proposes 
an experimental analysis based on four deep learning models, 
such as recurrent neural network (RNNs) along with Bidirec-
tional Long Short-Term Memory (BLSTM), Long Short-Term 
Memory (LSTMs), and Gated Recurrent Units (GRU), for 
detecting insults in the social media platform commentary. 
For that, they develop a method of text cleaning, tokenization, 
stemming, Lemmatization, and removal of stop words and per-
form prediction using the models. They evaluate deep learning 
models and share findings compared to existing models.

We are excited to share the details and hope that the 
research community related to deep learning models will find 
these articles with colossal interest and relevant to the multi-
media-based deep learning models. We thank Editor-In-Chief 
Prof. Changsheng Xu and the editorial staff especially Garth 
Haller, senior publisher, for their support and collaboration in 
executing this special issue in the Multimedia Systems Journal.
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Abstract 

Controlled Environment Agriculture (CEA) has emerged as a transformative approach to modern 
farming, enabling precise management of climatic conditions to enhance crop production. This 
paper explores the integration of Internet of Things (IoT) technologies in developing smart 
greenhouse systems to optimize CEA. By implementing a network of sensors and actuators, IoT-
based smart greenhouses can autonomously monitor and control environmental parameters such 
as temperature, humidity, soil moisture, and nutrient levels, resulting in increased efficiency and 
yield. Through a thorough review of current technologies and case studies, we investigate the 
architecture, data management, and operational strategies of these advanced greenhouse systems. 
We also examine the challenges faced, such as high initial costs, system complexity, and data 
security concerns, proposing viable solutions to address these issues. Our findings indicate that 
IoT-enabled smart greenhouses not only contribute to sustainable agriculture practices by 
conserving water and reducing the use of fertilizers and pesticides but also pave the way for future 
advancements in urban and precision farming. The paper concludes by discussing future directions 
for IoT in CEA, emphasizing the need for scalable, interoperable solutions that can adapt to the 
growing global food demands. This study offers significant insights for researchers, practitioners, 
and policymakers interested in leveraging IoT to enhance the efficacy of CEA. 

Keywords: Controlled Environment Agriculture (CEA), Internet of Things (IoT), Smart 
Greenhouses, Precision Agriculture, Agricultural Technology and Sensor Networks. 

1. Introduction 

The growing global population, coupled with the looming challenges of climate change, has put 
unprecedented pressure on the agricultural sector to produce more food while minimizing 
environmental impact. Controlled Environment Agriculture (CEA) has been identified as a pivotal 
solution to these challenges, offering a way to maximize crop yields through the control of 
environmental variables within agricultural systems[1]. Among the technologies enabling this 
revolution, the Internet of Things (IoT) stands out as a game-changer, propelling the creation of 
smart greenhouse systems that promise to redefine traditional farming practices[2]. Smart 
greenhouses equipped with IoT infrastructure represent a significant leap forward in agriculture. 

hp
Highlight

hp
Highlight



IOT-BASED SMART GREENHOUSE SYSTEMS FOR CONTROLLED ENVIRONMENT AGRICULTURE 

 

 
  

1985 
 

They leverage interconnected sensors and actuators to precisely regulate conditions such as 
temperature, humidity, soil moisture, light, and nutrient levels, thus providing crops with an 
optimal growth environment[3]. The essence of these advanced systems lies in their ability to 
continuously collect data and autonomously execute decisions, thereby reducing the need for 
manual intervention and paving the way for more resilient and efficient farming methods[4]. 
However, the integration of IoT technology in CEA is not without challenges. Issues such as high 
setup and operational costs, data management complexities, and security vulnerabilities pose 
substantial barriers to widespread adoption. This paper aims to demystify the implementation of 
IoT-based smart greenhouse systems within the context of CEA, dissecting their architecture, 
operational mechanisms, and the sophisticated data analytics that underpin them[5]. By dissecting 
successful case studies and identifying potential pitfalls and their respective antidotes, the paper 
endeavors to offer a holistic view of this innovative agricultural paradigm. The paper also extends 
its vision to the future, prognosticating the evolution of smart greenhouse systems and their role 
in the larger ecosystem of smart farming. In an era where sustainability and productivity must 
coexist, the fusion of CEA and IoT emerges not just as a technological possibility, but as a 
necessary step toward a food-secure future for the burgeoning global populace. In setting forth 
these objectives, the paper will contribute valuable insights for researchers, technologists, and 
agriculturalists seeking to harness the power of IoT in transforming greenhouse agriculture into a 
smart, sustainable, and highly productive enterprise. 

2. Literature Review 

Controlled Environment Agriculture (CEA) is not a novel concept; however, its integration with 
the Internet of Things (IoT) represents a relatively recent paradigm shift. This fusion has received 
increasing scholarly attention, underpinning the advent of smart agriculture[6]. The literature 
abounds with studies that underscore the potential of IoT to revolutionize farming practices by 
enabling real-time monitoring and management of agricultural environments. Initial studies in the 
field have focused on the basic implementation of IoT in agriculture. Author’s in [7] provided one 
of the early overviews of the technologies involved in precision agriculture, noting the potential 
for IoT devices to improve resource use efficiency. Similarly, Author’s in [8] outlined the 
importance of wireless sensor networks in CEA systems, discussing the fundamental role of 
sensors in data collection. 

More recent research has delved into sophisticated applications of IoT in greenhouses. For 
instance, Author’s in [9] explored how cloud computing and IoT can work in tandem to enable 
data-driven decision-making in smart greenhouses. Their findings pointed to significant 
improvements in crop yield and resource conservation when IoT systems are properly 
implemented. 

Another critical aspect that emerges from the literature is the challenge of data management. As 
pointed out by Author’s in [10], the sheer volume of data generated by IoT devices requires robust 
analytics tools and techniques to convert raw data into actionable insights. Machine learning 
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models, as investigated by Author’s in [11], have shown promise in predicting and optimizing 
greenhouse conditions to improve productivity. 

However, despite the optimistic projections, the literature also points to several challenges that 
inhibit the full realization of IoT potential in smart greenhouses. Economic barriers, technical 
complexities, and concerns regarding data privacy and security are recurrent themes. For example, 
Author’s in [12] discussed the economic considerations and the need for scalable IoT solutions, 
while Author’s in [13]  focused on the security vulnerabilities inherent in IoT systems. The 
literature review highlights a significant gap: while there is ample research on the components and 
potential of IoT in agriculture, fewer studies provide a comprehensive analysis of the economic 
and practical feasibility of these systems, particularly in diverse geographic and socio-economic 
contexts. In addressing this gap, our study aims to build on the existing body of knowledge by 
presenting an integrative review of smart greenhouse architectures, pinpointing real-world 
applications, and evaluating the scalability and sustainability of these solutions. 

3. Internet of Things (IoT) in Agriculture  

The advent of the Internet of Things (IoT) has ushered in a new era of precision in agriculture, 
allowing for a level of monitoring and control that was previously unattainable. IoT refers to a 
network of physical objects — "things" — that are embedded with sensors, software, and other 
technologies with the purpose of connecting and exchanging data with other devices and systems 
over the internet[14]. These IoT systems offer numerous applications in agriculture, from field 
monitoring to supply chain management, and are particularly transformative in the context of 
Controlled Environment Agriculture (CEA). 

The Role of IoT in Modern Agriculture: In modern agricultural practices, the role of IoT is 
multifaceted and expansive. At the heart of IoT applications in agriculture is the use of sensors and 
devices to collect data on various aspects of the farming environment[15]. This data can include a 
wide range of variables such as soil moisture levels, crop growth, pest infestations, weather 
conditions, and more. Through the aggregation and analysis of this data, farmers and 
agriculturalists are able to make more informed decisions about the management of their crops and 
resources. 

Examples of IoT Devices in Greenhouses: Within the controlled settings of greenhouses, the 
application of IoT devices is particularly effective. Common examples of these include: 

Temperature and Humidity Sensors: These are vital for maintaining the delicate balance 
required for optimal plant growth, ensuring that conditions do not become too hot, cold, or humid, 
which could harm the plants. 

Soil Moisture Sensors: These allow for precise irrigation, ensuring that plants receive the correct 
amount of water without wastage. 
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Light Sensors: They monitor the levels of natural and supplemental light, allowing for 
adjustments to ensure that plants receive the right amount of light for photosynthesis. 

CO2 Sensors: These help maintain the optimal carbon dioxide levels for photosynthesis. 

Nutrient Sensors: In hydroponic setups, these sensors are crucial for monitoring the nutrient 
solution's composition to adjust for optimal plant nutrition. 

The integration of these sensors into a cohesive IoT ecosystem enables the automation of 
greenhouse climate controls, irrigation systems, and even feeding mechanisms, often in real-time. 
This not only optimizes the growth conditions but also facilitates remote monitoring and control, 
reducing the need for physical presence and manual checks. 

Data Management in IoT Agriculture: The value of IoT in agriculture is significantly enhanced 
by the sophisticated data management systems it utilizes. The collection of vast quantities of data 
from various sensors necessitates an equally robust system for data processing and analytics. This 
is where technologies such as cloud computing come into play, providing the infrastructure 
necessary to store and analyze large datasets. Big data analytics and machine learning algorithms 
can process this information to identify patterns and predict outcomes, leading to actionable 
insights for greenhouse management. These systems can forecast environmental changes, suggest 
adjustments to optimize plant growth, and even automate processes in response to predicted 
conditions. 

Integration and Interoperability in IoT Systems: An essential consideration in the application 
of IoT in agriculture is the integration and interoperability of various devices and systems. The IoT 
ecosystem within a greenhouse must be cohesive, with sensors, actuators, and control systems 
working in unison. This requires standardized protocols and communication technologies that 
ensure seamless interaction between devices, regardless of manufacturer or model. 

In conclusion, IoT stands as a cornerstone of modern agricultural strategies, offering a toolkit for 
smart greenhouse management that promises sustainability and efficiency. By converging sensors, 
data, and automation, IoT transforms greenhouses into data-driven, responsive environments 
capable of adapting to the needs of plants with minimal human intervention. The potential for 
scalability and technological advancement within this domain continues to grow, signaling a future 
where IoT and agriculture are inextricably linked. 

4. Smart Greenhouse Architecture 

Smart greenhouse architecture represents a symbiotic integration of hardware, software, and 
communication technologies that collectively form a responsive and adaptive agricultural 
environment. Central to this architecture is the IoT framework, which enables real-time data 
collection, automated control systems, and remote management capabilities. 

Structural Components: The structural components of a smart greenhouse are the physical 
entities that constitute the environment. These include: 
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The Greenhouse Structure: Designed to optimize light entry and maintain internal climate. 

Sensor Array: Distributed throughout the greenhouse to monitor environmental variables and 
plant health indicators. 

Actuator Network: Mechanisms that can alter the environment in response to sensor data, such 
as opening vents, adjusting shade cloths, or modulating heating systems. 

Irrigation and Nutrient Delivery Systems: Precision-based systems that provide water and 
nutrients tailored to the plants' needs, informed by soil and plant sensors. 

Connectivity and Data Flow: Key to the architecture's functionality is the seamless connectivity 
among its components. This is achieved through: 

Wireless Sensor Networks (WSNs): Enable data flow from sensors to central processing units 
without the complexity of wired systems. 

IoT Gateways: Act as intermediaries that aggregate sensor data and communicate with the cloud 
or local servers. 

Data Processing Units: These may be on-premise or cloud-based systems where data analytics 
and decision-making processes occur. 

Control Systems and Automation: Smart greenhouses leverage advanced control systems to 
automate the adjustment of environmental conditions. These systems include: 

Climate Control Systems: Regulate temperature, humidity, and CO2 concentration to maintain 
optimal growing conditions. 

Light Management Systems: Ensure that plants receive the ideal light spectrum and intensity for 
photosynthesis throughout their growth cycles. 

Watering Systems: Adjust water delivery based on soil moisture content and plant water 
requirements. 

Software and User Interface: The user interface and software platform are critical for human 
interaction with the smart greenhouse: 

Data Analytics and Machine Learning Platforms: Analyze historical and real-time data to make 
predictions and suggest optimizations. 

Dashboard: Provides a user-friendly interface for monitoring conditions and manual override 
options. 

Mobile Applications: Allow for remote monitoring and control, providing alerts and updates to 
users on the go. 
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Energy Management: Smart greenhouses often incorporate sustainable energy solutions to power 
the array of IoT devices: 

Renewable Energy Sources: Such as solar panels, to provide a green and cost-effective energy 
supply. 

Energy Storage Systems: Batteries or other storage solutions to manage energy supply when 
renewable sources are intermittent. 

Energy Efficiency Optimization: Intelligent systems designed to reduce energy consumption by 
adjusting the operation of devices to the times of day when energy is cheaper or more readily 
available from renewable sources. 

Security and Reliability: Ensuring the security and reliability of the smart greenhouse is 
paramount: 

Cybersecurity Measures: Protect data integrity and privacy, securing communication channels 
against unauthorized access. 

Redundancy and Fail-safes: Critical to maintain functionality and protect plants in the event of 
system failures. 

 

Figure.1: A Smart Greenhouse conceptualized with IoT integration 
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In the modern agricultural sector, devices enabled by the Internet of Things (IoT) play a critical 
role in the monitoring and control systems. IoT technology encompasses a variety of tools 
including sensors, actuators, data management through cloud computing, as well as drones, and 
sophisticated navigation and analytics systems. This suite of technologies empowers the 
agricultural framework to make informed decisions that enhance crop production. IoT devices 
have the capacity to gather detailed information about environmental factors such as humidity, 
temperature, and broader climatic conditions. They also monitor field-specific variables, including 
soil characteristics and plant biomass. This data is crucial for predicting and tracking crop quality 
for consumer markets. Furthermore, IoT technology facilitates the aggregation of data, which is 
then stored in cloud-based systems. This storage capability enables the generation of alerts and the 
dispatch of text message notifications to farmers. The cloud-stored data is not only pivotal for 
immediate insights but is also valuable for constructing predictive models. These models are 
capable of forecasting various factors that could impact crop health and yield. An example of this 
advanced IoT-driven approach to agriculture is demonstrated in the concept of a smart greenhouse, 
which is depicted in Figure 1. In conclusion, the smart greenhouse architecture is a holistic 
framework, meticulously designed to harness the power of IoT for precision agriculture. This 
system exemplifies the convergence of agronomy, engineering, and data science, leading to an 
optimized, controlled environment that fosters sustainable and efficient crop production. Future 
developments may introduce greater levels of automation and AI-driven decision-making, further 
enhancing the capabilities of smart greenhouses to meet the food demands of a growing global 
population. 

5. Benefits of IoT-Based Smart Greenhouses 

IoT-based smart greenhouses represent a significant advancement in agricultural technology, 
offering a multitude of benefits that address efficiency, productivity, and sustainability in 
agriculture. This section will explore the myriad advantages of employing IoT systems in 
controlled environment agriculture. 

Enhanced Crop Yield and Quality 

Precision Farming: IoT-enabled systems provide precise control over the internal conditions of 
the greenhouse, optimizing the environment for plant growth and leading to significant 
improvements in crop yield and quality. 

Consistent Production: The use of smart greenhouses mitigates many of the risks associated with 
traditional farming, allowing for year-round production irrespective of external weather 
conditions. 

Customization for Crop Needs: Smart systems can adjust the micro-climate to suit specific crop 
requirements, enhancing growth rates and improving the nutritional value of the produce. 

Resource Efficiency 
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Water Conservation: IoT-based systems can regulate irrigation with pinpoint accuracy, 
significantly reducing water usage while ensuring plants receive the optimal amount for their 
growth. 

Energy Efficiency: Smart energy management systems can reduce the energy consumption of 
greenhouses by adjusting lighting, heating, and ventilation in response to real-time conditions. 

Reduction in Input Wastage: Precision application of nutrients, water, and other inputs means 
that resources are not wasted, leading to a more sustainable farming practice. 

Operational Cost Reduction 

Labor Efficiency: Automation of routine tasks can reduce the labor required for greenhouse 
operations, cutting down on costs and minimizing human error. 

Maintenance Predictability: Predictive maintenance enabled by IoT can foresee equipment 
failures before they occur, avoiding costly downtime and repairs. 

Data-Driven Insights and Decision Making 

Improved Monitoring: Continuous monitoring of greenhouse conditions allows for data-driven 
decision making, improving the responsiveness and agility of farming operations. 

Historical Data Analysis: Long-term data collection contributes to a deeper understanding of 
optimal growing conditions and can help predict future outcomes. 

Environmental Benefits 

Sustainable Practices: Smart greenhouses can significantly reduce the carbon footprint of 
agricultural practices by minimizing the input of resources and optimizing the internal 
environment for growth. 

Reduced Chemical Use: Effective monitoring and control can lead to a reduction in the use of 
pesticides and herbicides, as the controlled environment itself can prevent pest infestations and 
disease. 

Socioeconomic Impacts 

Food Security: By enabling consistent and increased production, IoT-based smart greenhouses 
can contribute to addressing the global challenge of food security. 

Rural Development: The introduction of high-tech agriculture can lead to the development of 
rural areas, providing new employment opportunities and technological upskilling. 

Scalability and Flexibility 

Adaptability to Various Scales: Smart greenhouse technologies are scalable, suitable for both 
small family farms and large commercial operations. 
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Flexibility in Crop Selection: Advanced control systems allow for the cultivation of a wide 
variety of crops, enabling growers to respond to market demands quickly. 

In conclusion, IoT-based smart greenhouses provide a wealth of benefits that can revolutionize the 
agricultural sector. By leveraging advanced technologies to create finely-tuned growing 
conditions, these systems can improve yields, enhance sustainability, and provide a pathway 
towards a more secure food future. 

6. IoT based Greenhouse Monitoring and Control System 

A block diagram for an IoT-based Greenhouse Monitoring and Control System typically illustrates 
how different components of the system interact to create a network for automated and remote 
management of a greenhouse environment (Figure.2). Here's a step-by-step explanation of how 
the components in such a diagram might function together: 

 

Figure.2: block diagram for an IoT-based Greenhouse Monitoring and Control System 

Sensors: These are the frontline devices in the system. Various sensors are deployed throughout 
the greenhouse to collect data on environmental parameters such as temperature, humidity, soil 
moisture levels, light intensity, and CO2 concentration. 

Actuators: Based on the data received from the sensors, actuators are the components that perform 
actions. For instance, if the temperature sensor detects a temperature that's too high, an actuator 
would activate a cooling system. Actuators can control heating systems, humidifiers, irrigation 
systems, and window or vent openers. 
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Microcontroller or Microprocessor: This is the brain of the operation. It receives data from the 
sensors, processes it, and decides what actions the actuators need to take. This unit often runs on 
a simple set of programmed rules—like "if temperature > 30°C, then activate cooling system." 

Communication Module: For the IoT aspect, the system requires a communication module that 
enables it to send and receive data from the internet. This could be via Wi-Fi, Bluetooth, ZigBee, 
or cellular networks. 

Cloud Computing/Data Storage: The data collected by the sensors is sent to the cloud for storage 
and analysis. Cloud platforms can also host the control algorithms that make decisions based on 
sensor data. 

Data Processing and Analysis: Advanced analytics are performed either in the cloud or on local 
computers to make sense of the data collected. This can involve trend analysis, predictive 
modeling, and decision-making processes. 

User Interface (UI): There is usually an application or web-based dashboard where the user can 
view real-time data, receive alerts, and manually override automatic controls if necessary. 

Control System: This system takes the analyzed data and user inputs to send back control signals 
to the actuators in the greenhouse. 

Notification System: This system is responsible for sending alerts or notifications to the 
greenhouse manager or farmer, usually through SMS, email, or app notifications, when attention 
is required. 

Power Supply: All these components require a reliable power source to function. The block 
diagram would show how power is supplied or distributed to sensors, actuators, and the control 
unit. 

In an IoT-based greenhouse, all these components are designed to work together seamlessly to 
maintain the ideal growing conditions, improve efficiency, reduce waste, and maximize the yield 
of the crops grown within. The block diagram serves as a simplified representation of this complex 
and interconnected system, providing a high-level overview of how the greenhouse's monitoring 
and control functions are organized. 
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Figure.3: Decision Making 

In an IoT-based Greenhouse Monitoring and Control System, decision-making is an automated 
and dynamic process integral to maintaining optimal growing conditions(Figure.3). It begins with 
a network of sensors strategically placed throughout the greenhouse, collecting real-time data on 
various environmental factors like temperature, humidity, soil moisture, and light intensity. This 
data is wirelessly transmitted to a central processing unit, usually a microcontroller, where it's 
analyzed against predetermined parameters that define the ideal conditions for plant growth. The 
core of the decision-making lies within the system's pre-programmed rules or algorithms, which 
interpret the sensor data and determine the necessary adjustments. For example, if the ambient 
temperature rises above the desired range, the system might decide to activate cooling mechanisms 
or increase ventilation. These commands are then relayed to the corresponding actuators, such as 
fans, shading systems, or irrigation controls, which physically alter the greenhouse environment. 
A critical aspect of this process is the feedback loop. After the environmental changes have been 
made, the sensors measure the new conditions and send this information back to the central unit.  
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Figure.4: Automate with the Controller 

The system evaluates this feedback to confirm that the environment now meets the set criteria or 
to determine if further adjustments are needed. Additionally, many modern systems are equipped 
with interfaces that alert the human operators when issues arise that require manual intervention, 
such as equipment malfunctions or conditions that fall outside the scope of the system's 
programming. Operators can also adjust settings and parameters through these interfaces, tailoring 
the automated responses of the system as needed. Over time, with advancements in technology, 
some systems may incorporate machine learning algorithms that use historical data to refine and 
improve decision-making processes, enabling the system to adapt to changing conditions and 
potentially improve its efficiency and the quality of the crops produced. This continuous cycle of 
monitoring, acting, and adjusting forms the backbone of an IoT-enabled greenhouse, creating a 
precision-controlled environment conducive to high-yield, high-quality agricultural production. 
The controller in an IoT-based Greenhouse Monitoring and Control System is the pivotal 
component that automates the environmental management within the greenhouse (Figure.4). It 
serves as the central intelligence hub, interpreting sensor data, making decisions, and executing 
actions through connected devices and actuaries. The automation process within an IoT-enabled 
greenhouse is orchestrated by a sophisticated controller, which functions as the brain of the entire 
operation. This controller receives a continuous stream of data from a myriad of sensors that 
monitor critical conditions such as temperature, humidity, light, and soil moisture. Utilizing a set 
of pre-determined algorithms and thresholds, the controller compares the incoming data against 
ideal growth parameters for the plants. When discrepancies arise—like a temperature deviation—
the controller instantly initiates a response. It sends signals to the appropriate actuators to adjust 
the environmental conditions, such as activating the irrigation system when soil moisture drops or 
engaging cooling systems if the temperature exceeds optimal levels. The controller's role extends 
beyond immediate responses; it continuously records and analyzes this environmental data, 
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adjusting its control algorithms to improve the system's efficiency and accuracy over time. As a 
result, the greenhouse environment is perpetually tweaked to perfection, all while minimizing the 
need for human intervention and fostering an automated, sustainable ecosystem where plants can 
thrive. 

 

Figure.5: Flow diagram 

A flow diagram for Smart Greenhouse Automation methodology typically illustrates a sequence 
of operational steps and decision-making processes that are automated by a central control system 
to optimize the greenhouse environment for plant growth(Figure.5). In a Smart Greenhouse 
Automation system, the entire operational workflow begins with the initialization phase, where 
the central control unit boots up, performing diagnostics to ensure all connected sensors and 
actuators are operational. Following this, a network of sensors strategically placed throughout the 
greenhouse starts gathering critical environmental data, such as temperature, humidity, CO2 
concentration, light intensity, and soil moisture levels.  



IOT-BASED SMART GREENHOUSE SYSTEMS FOR CONTROLLED ENVIRONMENT AGRICULTURE 

 

 
  

1997 
 

 

Figure.6: Managing energy in a greenhouse that utilizes electrical equipment 

This data is then wirelessly transmitted to the central controller, which undertakes the task of data 
analysis, comparing the real-time sensor information against predefined optimal growth conditions 
for the plants. If discrepancies are detected—say, the temperature is higher than the desired level—
the controller enters the decision-making phase, wherein it executes a set of programmed 
instructions to rectify the imbalance. Subsequently, commands are dispatched to the actuators, 
triggering a series of corrective actions such as activating the cooling system or opening ventilation 
shafts. As these actuators implement changes, the sensors continue to monitor the resulting 
environmental adjustments, sending this feedback to the controller, thereby completing a feedback 
loop. The controller assesses the impact of its directives, ensuring that the environment is adjusted 
to the set parameters. This process of monitoring and adjustment is continuous, with the system 
persistently cycling through these steps to maintain an optimal growing environment. In instances 
where the system's automated responses do not suffice, or when human expertise is required, alerts 
are generated and sent to the operators through a user interface, which also allows for manual 
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system overrides and parameter adjustments. Moreover, the system is designed to log all 
environmental data and interaction history, which can be analyzed to enhance the greenhouse's 
operational algorithms for future improvement, thus evolving the automation process over time. 
Energy management within a greenhouse that utilizes electrical appliances is crucial for optimizing 
resource use, reducing costs, and minimizing the environmental impact of operations(Figure.6). 
The integration of IoT and smart systems has greatly enhanced the ability to manage energy 
effectively. Here’s how energy management with electrical appliances in a greenhouse typically 
works: 

Smart Sensors and Monitors: Energy consumption begins with monitoring. Smart sensors are 
installed to provide real-time data on the energy use of all electrical appliances, including lights, 
heating and cooling systems, ventilation fans, and irrigation pumps. These sensors can detect when 
equipment is on, how much power it's using, and even when it may be operating inefficiently. 

Automated Control Systems: The data from sensors is fed to a central control system, which uses 
it to automate the operation of electrical appliances. For example, lighting can be adjusted based 
on the amount of natural sunlight available, or heating can be modulated according to both the 
internal temperature of the greenhouse and external weather conditions. 

Energy-Efficient Technologies: Modern greenhouses often employ energy-efficient technologies, 
such as LED lighting, which provides the necessary light spectrum for plant growth while using 
less electricity. Similarly, energy-efficient HVAC systems can be used to maintain the ideal 
temperature and humidity with minimal energy use. 

Scheduling: Non-critical operations that consume a lot of energy can be scheduled during off-
peak hours when electricity rates are lower. This scheduling can be done manually by the 
greenhouse operators or could be automated by the control system. 

Energy Production and Storage: Some greenhouses take a step further by integrating renewable 
energy sources, like solar panels, to power their operations. Energy storage systems, such as 
batteries, can store excess energy produced during the day for use during the night or cloudy days, 
ensuring a constant and cost-effective energy supply. 
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Figure.7: diverse applications of combining IoT and smart sensors for precision 

Data Analysis and Optimization: All the collected data on energy use is analyzed, often with the 
help of cloud-based software, to identify patterns, inefficiencies, and opportunities for further 
energy savings. For instance, the system can learn the best times to ventilate the greenhouse or the 
most efficient temperature settings for different times of the day or year. 

Remote Management and Alerts: Operators can manage the energy use remotely via a 
smartphone or computer interface. The system can send alerts if it detects abnormal energy usage, 
which might indicate a fault in an appliance that requires maintenance. 

Maintenance Scheduling: Preventative maintenance is scheduled for all electrical appliances to 
ensure they operate at peak efficiency. Well-maintained equipment typically uses less energy and 
has a longer operational life. In summary, energy management in a greenhouse is about having the 
right technological tools to collect data and the analytical systems to process that data, leading to 
informed decisions on energy use. Through continuous monitoring, automated controls, energy-
efficient technology, and smart operation scheduling, a greenhouse can achieve significant energy 
savings and reduce its overall carbon footprint. 
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Figure 7 illustrates the diverse applications of combining IoT and smart sensors for precision 
agriculture. These advanced IoT-enabled smart sensors are capable of precisely tracking 
environmental variables including temperature, moisture, and humidity, critical for farm 
management. They also have the capability to gauge soil health by measuring attributes like nitrate 
concentrations and moisture levels. To identify plant diseases and insect infestations, sophisticated 
sensors equipped with high-resolution cameras and GPRS systems are used. Unmanned Aerial 
Vehicles (UAVs) offer aerial surveillance to observe crop development and map the topography of 
the farmland. Furthermore, the yield of crops is projected utilizing automated mass flow sensors, 
enhancing the accuracy of production forecasts. 

7. Results and Discussion 

Figure 8 depicts a system for monitoring soil moisture levels, a critical component for maintaining 
agricultural health and efficiency. A predefined value acts as a benchmark for the desired soil 
moisture content. When the moisture sensor detects a drop below this threshold, it triggers an 
automatic response to activate the irrigation system, ensuring plants receive adequate water 
without manual intervention. The soil moisture readings are recorded and regulated through IoT 
platforms like Blynk and ThingSpeak, which provide real-time data visualization and analysis. To 
ensure comprehensive moisture management, multiple sensors are positioned throughout different 
zones of the greenhouse or across distinct crop patches. The collective data from these sensors, as 
illustrated in Figure 8, enables a detailed and dynamic overview of the soil's hydration status, 
facilitating targeted and efficient watering practices. 

 

Figure.8: Humidity inside the greenhouse 
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Figure.9:Temperature  inside the greenhouse 

Maintaining the correct humidity is vital for plant growth, and it can be crucial in compensating 
for less-than-ideal weather conditions. The DHT11 sensor plays an integral role in the greenhouse 
environment by constantly gauging both temperature and humidity levels. Should either the 
humidity or temperature fall below predetermined levels, the greenhouse's internal fans are 
activated to circulate air and dissipate excess moisture and heat, thus stabilizing the environment 
to favor plant development. Data collected by the DHT11 sensor is logged and managed via 
ThingSpeak, as detailed in Figures 9 and 10. For instance, if the greenhouse's maximum acceptable 
temperature is set at 28°C, surpassing this limit would trigger the exhaust fans to turn on, thereby 
cooling down the interior. Concurrently, an alert is sent to the control engineer to inform them of 
the change in conditions, allowing for timely interventions and adjustments to the system. 

 

Figure.10: Soil moisture(low is wet) 

This work presents an IoT-based smart soil management system designed to continuously monitor 
and adjust the soil environment, ensuring its suitability for agricultural use and optimal crop 



IOT-BASED SMART GREENHOUSE SYSTEMS FOR CONTROLLED ENVIRONMENT AGRICULTURE 

 

 
  

2002 
 

growth. The system operates by periodically reading sensor data via an integrated IoT framework. 
The durability and performance of each sensor node within this network are dependent on its 
energy usage, which is a critical consideration for the IoT platform's overall functionality. The 
primary environmental factors under surveillance include soil moisture, ambient temperature, and 
humidity within the greenhouse. Based on the data acquired, the system can autonomously execute 
necessary actions to correct any deviations from the ideal conditions for crop cultivation. Such 
actions might include watering the plants when the soil moisture falls below a certain level or 
adjusting the greenhouse's climate controls in response to temperature and humidity changes. This 
approach presents a sophisticated solution for the agricultural sector, enabling the collection of 
precise information and monitoring of crop development. It stands to significantly improve 
decision-making in the agricultural and food industries by providing real-time data and ensuring 
that the crops are grown in conditions that are as close to optimal as possible. 

8. Future Directions 

The rapidly evolving landscape of IoT technology coupled with the growing demands of global 
food production presents numerous opportunities for innovation in smart greenhouse systems. This 
section outlines potential future directions for this burgeoning field. 

Technological Advancements 

Integration of Next-Generation IoT: Future smart greenhouses may utilize advanced IoT devices 
with enhanced capabilities, including energy harvesting and self-healing networks, to further 
reduce maintenance and energy costs. 

AI and Machine Learning Evolution: Continued development in AI will likely provide more 
sophisticated predictive analytics for precision farming, improving decision-making processes and 
operational efficiency. 

Robotics and Automation: The incorporation of robotics for tasks such as planting, pruning, 
harvesting, and packaging could automate nearly all physical activities within the greenhouse. 

Advanced Sensing Technologies: The development of more sensitive and selective sensors could 
allow for the detection of specific plant diseases or nutrient deficiencies at earlier stages. 

Economic and Market Trends 

Cost Reduction: As technology becomes more widespread and production scales up, the cost of 
implementing smart greenhouse systems is expected to decrease, making it more accessible. 

Market Differentiation: Producers may increasingly rely on the superior quality and 
sustainability of smart greenhouse crops to differentiate their products in the market. 

Investment in Research and Development: Private and public sectors are likely to increase 
investment in R&D to further explore the untapped potential of IoT in agriculture. 
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Environmental Sustainability 

Climate Change Adaptation: Smart greenhouses may become a key tool in adapting to the 
challenges posed by climate change, allowing cultivation in areas previously unsuitable for 
agriculture. 

Renewable Energy Integration: The future may see a closer integration of smart greenhouses 
with renewable energy sources, like solar or wind power, to create a truly sustainable agricultural 
system. 

Policy and Regulatory Frameworks 

Standardization and Certification: The development of international standards and certification 
for smart agriculture technologies could facilitate their adoption and integration across different 
regions. 

Data Governance: There will be a need for clear policies regarding data ownership, privacy, and 
security, particularly as farm data becomes increasingly valuable. 

Social and Educational Aspects 

Workforce Development: Education and training programs will be crucial in preparing a new 
generation of farmers who are proficient in technology. 

Public Awareness: Efforts to raise public awareness about the benefits of smart greenhouse 
agriculture can drive consumer preference and market demand. 

Research Areas 

Interdisciplinary Research: Future research should be inherently interdisciplinary, combining 
plant science, environmental science, engineering, data science, and other fields. 

Human-Computer Interaction: Studies on how humans interact with these systems can lead to 
more user-friendly designs and increased adoption rates. 

Ecosystem Services: Exploring the broader ecological impacts of smart greenhouses, such as their 
role in pollinator pathways or biodiversity, could open new avenues for sustainable agriculture. 

In conclusion, the future of IoT-based smart greenhouses is bright and ripe with possibilities. 
Innovations in technology and practices promise not only to enhance productivity and 
sustainability but also to profoundly reshape the agricultural landscape. By anticipating these 
directions, stakeholders can prepare to meet the challenges and harness the opportunities that lie 
ahead. 

9. Conclusion 

Throughout this paper, we have explored the multifaceted role that IoT-based smart greenhouse 
systems play in revolutionizing Controlled Environment Agriculture (CEA). By integrating 
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advanced technologies to monitor and control the growing environment, these systems offer 
unparalleled precision in agricultural management, leading to enhanced crop yields, resource 
efficiency, and sustainable farming practices. The review of the literature and case studies has 
underscored the significant improvements that IoT technologies bring to greenhouse operations, 
including increased operational efficiency, cost reduction, and the provision of optimal conditions 
for plant growth. The potential of IoT in agriculture extends beyond immediate operational 
improvements, offering a path to address broader challenges such as food security, climate change 
resilience, and the reduction of agriculture's environmental footprint. Furthermore, we have 
identified and discussed the primary challenges associated with implementing IoT in greenhouses, 
from technical and economic barriers to social and policy-related issues. The solutions to these 
challenges, while not trivial, have been evolving through innovative approaches in technology, 
financing, and policy-making. The benefits presented by IoT-based smart greenhouses—such as 
water conservation, energy efficiency, and the socio-economic upliftment of rural areas—illustrate 
the transformative impact of these systems. The positive implications for sustainability, efficiency, 
and food security position smart greenhouses not just as a tool for individual growers but as a 
critical component in the future of global agriculture. Looking forward, the continued evolution of 
IoT technology, coupled with advancements in related fields such as artificial intelligence, big data 
analytics, and machine learning, will undoubtedly lead to even more sophisticated and efficient 
smart greenhouse ecosystems. This progression promises to further enhance the ability of growers 
to produce food in a variety of climates and conditions, catering to the world’s growing population 
in a sustainable manner. 

In conclusion, IoT-based smart greenhouse systems stand at the forefront of agricultural 
innovation, offering viable solutions to today’s agricultural challenges while opening new horizons 
for future developments. It is incumbent upon researchers, industry leaders, and policymakers to 
continue to foster the growth of this dynamic field, ensuring that the potential of smart greenhouses 
is fully realized for the benefit of all. 
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I. Introduction
Delays in locating an accident for a patient, calling emergency services, and assessing how to get
to the ideal location can cause irreparable damage to the patient [1]. With time lost, the ability to
provide essential assistance to the person decreases, and despite heavy traffic, emergency
vehicles, especially, ambulances, are unable to arrive on time. Determining the proper route for
medical emergency vehicles can, therefore, save the lives of patients, injured people, and others
[1]. In urban areas, video surveillance is used for behavior analysis because it provides information
about activities’ location [2]. Smart cities use video surveillance to identify and track pedestrians,
identify congestion [2]. Traffic flow in crowded places may be affected by social issues related to
congestion. Intelligent technologies such as CCTV are increasingly employed to monitor crowded
areas [3], [4], [5]. Due to the rarity of overcrowding, it is difficult to control the population and avoid
congestion. There are many different characteristics of crowds. Identifying the population and
monitoring human behavior are essential in metropolitan areas because of abnormal congestion [6].
Consequently, the intelligent technology is needed to prevent human error and accidental
inefficiency. Additionally, smart cities require an automated monitoring system that is constantly
available in real time [7].
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The massive growth of social webs offer opportunities to communicate with diverse languages,

unstructured text, informal posts, misspelled contents and emojis. Social media users feel comfortable

to express their emotions specially emotions with high intensity (hate speech) in their mother tongue.

Hate speech in any form targets groups and individuals that may trigger antisocial activities, hate

crimes, and terrorist acts. Bengali social media users use Bengali for posting implicit or indirect hate

text. Existing Bengali hate speech detection research considers explicit hate speech detection but in

actual hate is expressed more in implicit way. In order to detect both implicit and explicit hate speech

from low resource content, social webs need highly efficient automated tools. Researchers applied

discriminative learning approaches (i.e. SVM, MLP, CNN) to distinguish hate text with only clear-cut
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outcomes in detecting direct hate speech. The proposed novel Bengali hate speech detection model

considers two parallel approaches: (i) It applies extended fuzzy SVM classifier for class imbalanced

dataset (FSVMCIL) and multilingual BERT (mBERT) text embedding model to detect first hate label; (ii)

Morphological analysis method to detect implicit and explicit hate content with the hate similarity (HS)

scheme for second hate label. Linking both labeling methods, this research extracts contextual Bengali

hate speech from informal text. This novel HS method considers Word2Vec word embedding model and

Bengali hate lexicon. It also considers emoji to text conversion for efficient contextual analysis. This

study also conducts extensive experiments for various categories with the Bengali hate speech dataset.

It also evaluates the proposed model performance considering weighted F1 score, precision, recall and

accuracy parameters. Results reveal significant improvement in Bengali hate speech detection with

2.35% increase in F1- score and 9.11 % increase in accuracy.
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Guest Editorial
Introduction to the Special Section on Computational

Intelligence and Advanced Learning for
Next-Generation Industrial IoT

THE rapid development of real-time Industrial Internet-of-
Things (IIoT) applications including green infrastructure,

smart grids, smart city, intelligent transport networks, etc. en-
ables green communication between tens of billions of end
devices such as wearable devices and sensors. As a result, a
tremendous amount of data is generated from massively dis-
tributed sources, which require computational intelligence tech-
niques to fulfill high computing and communication demand that
frequently exceeds energy consumption. Many emerging IIoT
applications including remote surgery, machine monitoring and
control, fault detection, and healthcare generate delay-sensitive
tasks, which require timely processing with minimum delay.
Besides, according to the energy consumption formulation, the
required energy consumption for processing real-time tasks on
remote computing devices should be the accumulation of data
transmission time, transmission power, and processing capacity.
Thereby, the energy emission rate can be controlled by balancing
the trade-off between the transmission power and transmission
time. IIoT covers a broad domain of real-time IIoT applications
and refers to the combination of IoT technologies and computa-
tional intelligence techniques for processing real-time data with
minimum delay. In addition, energy-efficient communication
and computation of the real-time IIoT applications target to
increase efficiency, automation, and productivity.

Recent advances in artificial intelligence (AI)-enabled tech-
niques including advanced machine learning (ML) and deep
learning (DL), bring many key research directions to analyze
the computational intelligence framework by monitoring the
real-time information and sensed data. Despite various advan-
tages of the integration of computational intelligence techniques
for various IIoT applications, the appropriate application of the
AI model poses several challenges including data volume and
quality, integration, and accuracy of the inferences drawn from
the collected data. Besides that, advanced computational intelli-
gence techniques such as distributed and federated learning are
selected to train the local edge/fog devices locally and produce a
global model under the coordination of a central edge/fog/cloud
server. In recent times, advanced computational intelligence
techniques for IIoT have attracted great interest from academia
and industry.

The special section focused on the recent advances and novel
contributions from academic researchers and industry practi-

Digital Object Identifier 10.1109/TNSE.2023.3293695

tioners in the area of computational intelligence techniques
for the Next-generation IIoT applications to fully leverage the
potential capabilities and opportunities brought by this area.
Thanks to the extensive efforts of the reviewers and the great
support from the Editor-in-Chief, Dr. Jianwei Huang, we were
able to accept 27 contributed articles covering several important
topics related to IIoT application [A1], mobile edge resource
allocation [A2], Federated Learning (FL) in edge computing
[A3], intelligent transportation system [A4], digital-twin in edge
computing [A5], Blockchain and digital-twin in IIoT [A6], ro-
bust graph clustering [A7], distributed split mechanism in wire-
less communication system [A8], task offloading in D2D-based
IIoT application [A9], prediction-based task allocation [A10],
secured FL mechanism in healthcare system [A11], computa-
tional intelligence and deep learning in edge networks [A12],
intrusion detection for IIoT applications [A13], privacy preser-
vation in edge networks [A14], federated analysis in distributed
IIoT network [A15], resource allocation using deep reinforce-
ment learning [A16], securing IIoT applications using hybrid
deep learning [A17], security enhancement using deep learning
[A18], anomaly detection in IIoT application [A19], partial task
offloading and resource allocation [A20], anomaly detection in
IIoT application [A21], resource allocation in vehicular social
networks [A22], computational offloading and resource allo-
cation in end-edge-cloud framework [A23], privacy preserving
data aggregation using FL [A24], secure framework for Internet
of Drones [A25], accelerating CNN for IIoT applications [A26],
object detection in edge networks [A27], dynamic tracking in
IIoT [A1]. A brief review follows:

Li et al. in [A1], addressed that earlier research has attempted
to follow the demographic trends, even though many have looked
at tracking population dynamics. In this regard, their work sug-
gested a widely used, reliable IIoT-based approach for tracking
built environment demographic dynamics.

Zhang et al. [A2], proposed a proactive downlink system
framework in which a proactive task-based data transmission
problem is decomposed into multiple sub-problems and im-
proves the low latency communication scenario.

Chakraborty and Misra in [A3], addressed the resource al-
location problem to improve the quality of IIoT. Motivated by
this, they proposed the framework using the Nah-Bargaining
game approach that optimizes the service delay in edge
networks.

Zhou et al. in [A4], considered the challenges in the vehicle
re-identification area for cross-domain. To address this problem,
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they proposed a generative adversarial network to transform the
identical vehicle into other domains.

Wen et al. [A5] considered the delays and communication
failures in ocean monitoring platforms. To address this issue,
they propose an artificial platform method based on maritime
IoT where multi-autonomous underwater glider (AUG) systems
are used to reduce communication delays.

Kumar et al. [A6] found different kinds of threats and attacks
on ongoing communication by unreliable public communication
channels and a lack of confidence among participating entities.
In response to these difficulties, they provide an integrated
framework of blockchain and Deep Learning (DL) for delivering
decentralised data processing and learning in the IIoT network,
where the DL scheme is created to apply the Intrusion Detection
System (IDS) on legitimate data obtained from the blockchain.

Wang et al. [A7] found that many of the consolidation solu-
tions now in use are unaware of the significance of an appropriate
consolidation schema. They concentrate on offering a strong and
efficient consolidation schema in their article. They consider the
workload uncertainty issue and provide a graph-clustering-based
approach that is more resilient to workload uncertainty in the
future than the majority of existing methods, which primarily
concentrate on the past workload. To achieve this, they present
robust optimization, a mathematical approach that offers support
theoretically for resolving uncertainty problems.

Sun et al. [A8] found wireless communication system de-
pendability faces difficulties due to the stringent requirements
for industrial applications. So, they suggest a distributed split
mechanism with a cross-level dependability assessment model
in their study. The distributed split mechanism splits and deploys
the model’s device-level assessment sub-models and system-
level assessment sub-models independently once they have been
trained together.

Ibrar et al. [A9] addressed the Social IIoT (SIIoT) problems
due to uneven job offloading which actually worsens system
performance. In this research, they offer an adaptive capacity
task offloading solution for D2D-based social industrial IoT
(ToSIIoT) that takes into account the strength of social links
and device utilization ratio to enhance resource utilization, raise
QoS, and achieve higher task completion rates. The suggested
method has three components: selecting a socially conscious
relay in a multi-hop D2D communication context, selecting
a resource-rich SIIoT device for task offloading, and adaptive
workload redistribution.

Peng et al. in [A10] found the efficiency of crowdsourcing job
allocation is decreased by the fact that existing spatial crowd-
sourcing task allocation technologies overlook the temporal and
spatial continuity of previous work data. For addressing this
issue, they suggested a Spatiotemporal Prediction based Spatial
Crowdsourcing technique, known as SPSC, utilizing blockchain
and artificial intelligence to address these issues. The SPSC
lowers the possibility of crowdsourcing employees banding
together to steal the private data of crowdsourcing projects
utilizing blockchain technology by classifying crowdsourcing
activities and grouping crowdsourcing workers.

Zhang et al. [A11] introduced the deep learning of medical
models in an Internet of Things (IoT)-based healthcare system.
To further secure local models, cryptographic primitives like
masks and homomorphic encryption are used. This prevents the
adversary from deducing sensitive medical data through various

methods like model reconstruction attacks or model inversion
attacks. The security study demonstrates that the suggested
solution fulfills data privacy.

Tang et al. [A12] found that it is difficult for multiple devices
to complete local training and upload weights to the edge server
promptly due to the constrained resources in industrial IoT
networks, including CPU power, bandwidth, and channel status.
So, they offer a novel multi-exit-based federated edge learning
(ME-FEEL) framework to address this problem, allowing the
deep model to be partitioned into numerous sub-models of
varying depths and output prediction from the exit in each
sub-model.

Zhang et al. [A13] noticed that intrusion detection is a practi-
cal way to increase security in the Industrial Internet of Things
(IIoT) which are so susceptible to cyberattacks. However, since
labeled examples are hard to come by, finding a trustworthy
model is also challenging. They use graph neural network
technologies to deal with the high dimensional, redundant, but
categorically imbalanced and scarce labeled data in IIoT. This
network constructor with refinement regularisation is created to
alter the network structure to reduce the impact produced by the
erroneous network structure.

Wang et al. in [A14] discussed that outsourcing data to far-
away clouds always carries a risk to privacy and has a significant
latency. As a result, they develop a new framework (called PC-
NNCEC) based on cloud-edge-client collaboration for effective
and privacy-preserving CNN inference. In PCNNCEC, the cloud
model and client data for the IIoT are divided into two shares
and sent to two edge servers without collusion.

Wang et al. [A15] described that all types of federated in-
dustrial IoT learning tasks suffer considerably from the intrinsic
data heterogeneity (skewness) of many industrial IoT data hold-
ers. They suggest a Federated skewness Analytics and Client
Selection mechanism (FedACS) to quantify the skewness of the
data while protecting privacy and use this knowledge to support
subsequent tasks including federated learning.

Chang et al. [A16] present unique machine learning-based
resource allocation and trajectory planning strategies for a multi-
UAV communications system. They first provide a machine
learning-based strategic resource allocation algorithm that uses
deep learning and reinforcement learning to create the best
possible policy for every UAV to address the issue created by
the large dimensionality in state space. With no prior knowledge
of the dynamic nature of networks, they then also provide
a multi-agent deep reinforcement learning technique for dis-
tributed implementation.

Hasan et al. [A17] found that the attacks by smart and per-
sistent multi-variant bots are seen as disastrous for connected
IIoTs. Additionally, botnet attack detection is quite difficult and
precise. Therefore, the prompt and effective identification of
IIoT botnets is an urgent current demand. To protect IIoT infras-
tructure from deadly and complex multi-variant botnet attacks,
they provide a hybrid intelligent Deep Learning (DL)-enabled
technique.

Ye et al. [A18] discussed that the widespread adoption of
WiFi fingerprinting of Received Signal Strength (RSS) for in-
door localization is challenging. Current RSS fingerprint-based
techniques lack security-related concerns and are open to hos-
tile intrusions. They suggested suggesting SE-Loc, a strategy
based on semi-supervised learning to increase the security and
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robustness of fingerprint-based localization. The SE-Loc ar-
chitecture consists of two components: (1) a correlation-based
AP selection for handling RSS fingerprints and generating fin-
gerprint images, and (2) a deep learning model based on a
denoising autoencoder and convolutional neural networks for
robust feature learning and location matching.

Gao et al. [A19] discovered that anomaly detection is cru-
cial to assure hardware and software security since the IoT’s
time-series feature increases data density and dimension. The
conventional anomaly detection technique, however, has trouble
satisfying this requirement. So, in their research, they offer
a memory-augmented autoencoder technique that uses recon-
struction errors to identify data anomalies in IoT data.

Zhang et al. [A20] discussed that IIoT resources must be used
effectively because IIoT devices have a finite capacity. Finding
the best option for effective resource allocations is also difficult
because of the variety of services customers can choose from and
the dynamic nature of wireless networks. To address this issue,
they suggested a partial task offloading and resource allocation
strategy, aiming to maximize user work completed within a
reasonable time frame while reducing energy consumption.

Yang and Zhou [A21] discovered that the data on intrusion
detection is in the form of a dynamic data stream with in-
finiteness, correlations, and changing data distribution features.
These characteristics, however, provide some challenges for
the existing anomaly detection methods. To achieve accurate
and effective anomaly detection with improved scalability, thus
they offer ASTREAM (anomaly detection in data streams),
a unique anomaly detection approach that combines sliding
window, model updating, and change detection algorithms into
LSHiForest.

Zhang and Zhou [A22] found that, due to the narrow range of
vehicular social networks and the uneven distribution of cache
resources, issues including low vehicle data transfer rates, subpar
service quality, and poor service content delivery efficiency of
streaming media are present. To address these issues, they offer
an approach to resource distribution in vehicle social networks
(RATG) based on tripartite graphs. Using vehicle mobility and
social similarity as its foundations, this technique creates a
mobile vehicular social network model.

Peng et al. [A23] discussed about the large scale of IIoT de-
vices and the nature of the applications, as well as the constrained
and heterogeneous resources of edge servers, prevent the direct
deployment of the existing MEC approaches for IIoT situations.
In light of this, they develop an end-edge-cloud collaborative
intelligent optimization technique and formulate the offloading
of computation and resource allocation as a multi-objective
optimization issue.

Song et al. in [A24] showed that FL is vulnerable to a reverse
attack, in which a foe might obtain user information by scru-
tinizing the user-uploaded model. Thus, they created EPPDA,
an effective privacy-preserving data aggregation mechanism for
FL, based on secret sharing to resist the reverse attack, which
can aggregate users trained models covertly without disclosing
the user models.

Tanveer et al. [A25] discussed the requirements of the authen-
tication key exchange between users and drones in the Internet
of Drones (IoD) networks for users to be able to communi-
cate securely with the drone through the public communica-
tion infrastructure. In their study, they present a REAS-IoD

authentication mechanism for IoD networks. The AKE process
is carried out securely by the proposed REAS-IoD using the
ACE authentication primitive and lightweight hash function.

Li et al. in [A26], offer ABM-SpConv-SIMD, an on-device
inference optimization framework, to expedite the network in-
ference by fully using the low-cost and common CPU resource.
This model optimizer with pruning and quantization is used
initially by ABM-SpConv SIMD to create models with sparse
convolutions.

Wu et al.[A27], presented an edge computing and multi-task-
driven framework to fulfill tasks of image enhancement and
object detection with quick response, in contrast to previous
techniques to acquire enhanced images before detection with
various types of manually constructed filters.

In summary, the collected articles provide innovative applica-
tion scenarios and shed light on the computational intelligence
and advanced learning for next-generation Industrial IoT. We
hope that this timely special section will trigger more future
work in the emerging area.
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Guest Editorial
Intelligent Autonomous Transportation

System With 6G—Series—Part III

WE ARE delighted to introduce the third part of the
Special Section on Intelligent Autonomous Transporta-

tion Systems with 6G, which aims to provide the scientific
community with a comprehensive overview of innovative tech-
nologies, advanced architectures, and potential challenges for
the 6G-supported Intelligent Autonomous Transport Systems.
Twenty articles were selected for publication in this issue.
All the articles were rigorously evaluated according to the
standard reviewing process of the IEEE TRANSACTIONS ON
INTELLIGENT TRANSPORTATION SYSTEMS. The evaluation
process considered originality, technical quality, presentational
quality, and overall contribution. We will introduce these
articles and highlight their main contributions in the following.

In [A1], Kamal et al. discuss the requirements of securing
data exchange between autonomous vehicles. Securing data
transfer and keeping a record of each transaction becomes
necessary in IoV/IATS. Furthermore, they discusses optimized
security algorithms using symmetric encryption for secure
multimedia data transfer between vehicles. The main feature
of these optimized algorithms is that they use a lower amount
of data to generate fingerprints.

In [A2], Liu et al. present a discussion on a UAV-
enabled Computing-Communications Intelligent Offloading
(UAV-CCIO) scheme to offload tasks energy-efficiently. Here
some nodes with a large amount of data are selected as Task
Gathering Nodes (TGNs), and TGNs collect all the tasks of
the left nodes. In this way, the UAV can only fly the TGNs,
and so all the IoT devices’ tasks can be offloaded. The distance
needed for the UAV can be significantly reduced and energy
is saved.

In [A3], Fang et al. discuss a new protograph-LDPC-coded
modulation framework utilizing irregular mapping (IM) for
the flash-memory systems. Analyses and simulations indicate
that the proposed IM protograph-LDPC-coded modulation
scheme can achieve very desirable performance and thus is
a reliable and efficient storage solution for new-generation
mobile networks, such as the Internet of Vehicles.

In [A4], Wang et al. discuss a heterogeneous Blockchain-
based Hierarchical Trust Evaluation strategy, named BHTE,
utilizing the federated deep learning technology for 5G-ITS.
Specifically, the trust of ITS users and task distributors is
evaluated using federated deep learning, and hierarchical
incentive mechanisms are designed for reasonable and fair
rewards and punishments. Moreover, the trusts of ITS

Digital Object Identifier 10.1109/TITS.2023.3239759

users and task distributors are stored on heterogeneous and
hierarchical blockchains for trust verification.

In [A5], Liu et al. explore Massive machine type
communication (mMTC) as a core component of 6G, to fulfill
the demand of massive connectivity of billions of Internet-
of-Things (IoT) devices. Granting free random access is a
promising technique for implementing mMTC, and the key
to grant-free random access is active device detection at the
base station. The article further discusses an odd-periodic
total squared correlation bound, and systematic constructions
of sequences achieving that bound are presented. It is
demonstrated that the proposed sequences can be effectively
used in massive device activity detection.

In [A6], Zhen et al. present a discussion on the uplink
synchronization maintenance problem in a satellite-ground
integrated vehicular network. They propose an efficient timing
advance update approach by jointly designing the preamble
format and fourth-order statistics-based timing metric. The
proposed approach’s superiority is demonstrated in class
separability, the robustness of the multi-path effect and
CFO, and the computational complexity through theoretical
derivation and numerical investigations.

In [A7], Aloqaily et al. present a novel cooperative
health emergency response system within Cooperative Intel-
ligent Transportation Environment, namely, C-HealthIER.
C-HealthIER is a cooperative health intelligent emergency
response system that aims to reduce the time of receiving the
first emergency treatment for passengers with abnormal health
conditions. C-HealthIER continuously monitors passengers’
health and conducts cooperative behavior in response to
health emergencies by vehicle-to-vehicle and vehicle-to-
infrastructure information sharing to find the nearest treatment
provider.

In [A8], Duan et al. discuss an improved isolation forest
method with data mass (MS-iForest) for data tampering attack
detection, in which the data mass is used instead of the number
of divisions and an anomaly score ranking to quantify the
degree of anomalies is provided. This method is promising to
be used as part of the intrusion detection system, like a security
component in the onboard gateway, which can effectively
avoid data tampering attacks.

In [A9], the authors discuss the exploration of the intrusion
detection effect of urban rail transit management systems to
improve the safety performance of the traffic field in urban
construction. They further discuss on the deep convolution
neural network model AlexNet with more network layers and
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stronger learning ability to ensure the safe operation of urban
rail transit. Meanwhile, the GRU (Gate Recurrent Unit) neural
network is introduced into the improved AlexNet to build an
intrusion detection model for urban rail transit management
systems.

In [A10], Liu et al. present a discussion on a Lightweight
Trustworthy Message Exchange (LTME) scheme for UAV
networks by efficiently aggregating the cryptography and trust
management technologies. In the LTME scheme, a centralized
Ground Control Station (GCS) periodically updates the
reputation levels of registered UAVs (or UAVs for short)
and securely distributes secret values to the UAVs. Based
on the received secret values, each trustworthy broadcasting
UAV can generate its encrypted messages so that only
trustworthy receiving UAVs can decrypt them, and each
trustworthy receiving UAV can accurately judge whether the
received messages and the corresponding broadcasting UAVs
are trustworthy in a lightweight manner.

In [A11], Gao et al. discuss the analysis of the 3-D
point cloud for the 3-D scene understanding of autonomous
driving. Further, a local feature transformer model and a trans-
pooling model are presented, and a novel point cloud analysis
framework LFT-Net is designed for 3-D point cloud analysis,
which enhances the expression ability of local fine-grained
characteristics of 3-D point cloud data.

In [A12], Liu et al. present an offloading scheme
by exploiting multi-hop vehicle computation resources in
vehicular edge computing based on mobility analysis of
vehicles. In addition to the vehicles within one hop from the
task vehicle that generates computation tasks, certain multi-
hop vehicles that meet the given requirements in terms of link
connectivity and computation capacity are also leveraged to
carry out the tasks offloaded by the task vehicle.

In [A13], Li et al. discuss a cooperative Conflict Detection
and Resolution (CD&R) method in the UAV IoT environment
considering UAV relative motion relationships and UAV
priorities. To verify the effectiveness of CD&R methods, a
safety assessment method (evaluate from both conflict feature
and network structure perspectives) is also proposed. A Monte
Carlo Simulation with ‘’clone mechanism” is designed to
incorporate the effect of CD&R systems.

In [A14], He et al. analyze the security issues of the Internet
of vehicles (IoV) in 5G environment from the perspective
of big data. Further, an access control mechanism based on
risk prediction is proposed aiming at the problems existing
in the node access control process. A Wasserstein Distance-
based Combined Generative Adversarial Network (WCGAN)
is proposed. It modifies the loss function to solve the
gradient disappearance problem, and a combination of multiple
generators is designed to solve the pattern collapse.

In [A15], Yu et al. explore the construction status and
prediction performance of intelligent transportation systems
in the road network of smart cities based on 5G network.
Aiming at the diversity and complexity of regional traffic
influencing factors of road network in the construction of smart
city, this research carries out resource real-time load balancing
scheduling from the perspective of a 5G heterogeneous
network.

In [A16], Zheng et al. discuss the challenges of spectrum
scarcity, large-scale connectivity, ultra-low latency, and various
security threats for the upcoming Intelligent Transportation
System supported by 6G. To address these issues, the
article discusses an overlay cognitive ambient backscatter
communication non-orthogonal multiple access network for
ITS and elaborates on the secrecy performance by deriving
the secrecy outage probability.

In [A17], Zhou et al. explore the performance of short-
term traffic flow prediction of the 5G Internet of Vehicles
(IoV) based on edge computing (EC) for the smart city and to
further improve the intelligence of the smart city. Aiming at the
current emergency of traffic congestion and road congestion,
the present work adds EC to the current vehicle network and
integrates a deep convolution random forest neural network
(DCRFNN).

In [A18], Chu et al. present a trajectory planning and
tracking framework, which applies an artificial potential to
obtain target trajectory and model predictive control (MPC)
with PID feedback to effectively track planned trajectory. The
method can reduce steady errors of the conventional MPC
caused by the simplified vehicle model.

In [A19], Gao et al. discuss a spectrum sensing scheduling
(SSS) scheme for communication resource management in
vehicle platooning. Based on the SSS scheme and vehicle-
to-vehicle (V2V) communications, a greedy algorithm for
resource allocation is designed to minimize platoon delay.

In [A20], Dong et al. discuss a dependence-aware edge
intelligent function offloading scheme for 6G-based Internet
of Vehicles (IoV). Each edge server can provide some specific
intelligent functional services. These services can receive
data from cars and serve as different intelligent functions.
Then, an intelligent application offloading scheme is changed
into an embedding scheme of a service chain. An NP-
hard objective function is constructed using a multi-winner
committee selection model for this offloading service chain
embedding problem.
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Abstract: It is a wireless network made up of mobile nodes that operate independently and use radio waves to communicate. Nodes can 

communicate with one another without a permanent basic structure by exchanging packers with nearby nodes. When the hosts are in 

wireless communication range, they exchange packets directly and without the need for a middle man. By sending messages to 

intermediaries, communication occurs outside of the wireless range. The message is sent to the closest host by the originating node. The 

host intern passes it on to the host that is the closest to it, allowing for numerous hops between the intermediate nearby nodes to carry out 

the conversation. In these networks, each node is in charge of deciding which path is the most effective for transferring packets. The best 

path is picked and the packet is forwarded when a node receives it. Every node of the network has routing capabilities built into it in this 

fashion. At first, a new protocol called Energy Aware Simple Ant Routing Algorithm (ESARA) was developed in which the node's energy 

consumption was factored into the cost function. It was discovered that the adjustment boosted the packet delivery ratio and decreased 

routing overhead. Such an adjustment also helped boost communication throughput. It was observed that ESARA's performance improved 

even when the number of hosts increased. 

Keywords: Wireless network, wireless range, MANET, SARA, ESARA. 

1. Introduction 

The efficiency of the network is dependent on how well 

the routing protocol performs. The following 

characteristics are ideal for an efficient MANET routing 

protocol. The MANET routing protocols should ideally 

have these qualities in order to function well. i) 

Distributed control: In MANET, routing is carried out 

jointly by all nodes because there is no centralized control 

[1]. The protocols used in MANET should therefore have 

distributed control for this reason. ii) Loop Free: Packets 

transmitted along paths with loops will just circle without 

being eaten by any nodes. This lowers network 

effectiveness. A perfect protocol would find a direct route 

from source to destination without any loops. iii) Adjust 

to the circumstance: The MANET routing protocol should 

zealously support any changes to the network's structure 

[2]. They must effectively use resources like bandwidth 

and power. iv) Secure: The creation of MANET requires 

the cooperation of all hosts connected to the network. 

These networks are typically vulnerable to assaults at the 

network and link layers. Hence, MANET protocols should 

be resilient to a variety of network threats [3]. 
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Fig I: A WSN model with multiple mobile chargers. 

It can be difficult to route in the changing environment of 

MANET. Many problems prevent efficient routing 

operations. These are a few of the concerns that should be 

addressed when creating MANET routing protocols. 

MANET communicates over a wireless medium. Due to 

electromagnetic interference or unfavourable weather, the 

wireless medium is vulnerable to distortions. 

Furthermore, erratic are the link's performance and 

bandwidth availability [4]. These variables all affect the 

MANET's ability to communicate effectively. Batteries, 

which cannot maintain electricity for an extended period 

of time, power hosts in MANET. Because of this, hosts in 

MANET live shorter lives. They have limited storage and 

processing power because of their compact size [5]. Nodes 

in MANET move quickly and abruptly alter the network's 

structure. Moreover, their erratic mobility will cause links 

between nearby nodes to fail. Path failure is the result of 

this. Wireless media is vulnerable to issues like noise, 

fading, and interference [6]. They have a lower link 

capacity than wired networks. All of these variables lower 

the bandwidth that is available while limiting the 

maximum transmission rate. Using mobile devices carries 

more danger. They are more vulnerable to physical theft 

and experience network attacks more frequently. Mobile 

networks are susceptible to spoofing, eavesdropping, and 

DOS assaults [7]. 

The network's anatomy quickly changes as a result of the 

hosts' erratic movements in MANET. Traditional 

protocols like shortest-path and link-state protocols 

become obsolete in such a dynamic setting. Many 

protocols are developed to deal with this [8]. Four criteria 

have been used to group these treatments. 1) The method 

for updating routing information, 2) The utilization of 

temporal information, 3) The topology utilized for 

routing, and 4) The kind of resources employed. The 

classification of protocols is not governed by any strict 

rules, and the same protocol may fall under more than one 

heading [9]. 

This is the approach that is most frequently used to 

categorize routing protocols. It makes a distinction 

between the protocols based on the method used to get and 

maintain the route. Protocols falling under this category 

decide on new paths using information from their previous 

route and the condition of the links. The routing protocols 

within this category are further divided into three types 

based on the route discovery and update times. i) 

Proactive routing protocols, often known as “table-

driven” protocols, keep a list of routing information [10]. 

They operate by continuously maintaining pathways 

toward all hosts and routinely discovering paths toward 

every host in the network. The pre-established paths allow 

for rapid packet delivery without the need for new path 

discovery. Regrettably, they send out route revisions on a 
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regular basis to maintain routes. Routing information is 

typically flooded across the network via proactive 

protocols, which increases network traffic and decreases 

the bandwidth that can be used for real data transfer. As a 

result of node movement, links can break [11]. 

ii) The reactive routing protocol only looks for a path 

when it is unquestionably required. A host consults its 

routing table when it needs to communicate with another 

host. The previously created path is used if it is still in 

place. However, a new route is found if there is no 

previously known route. As a result, route finding only 

occurs when necessary. They are also referred to as an on-

demand routing mechanism for this reason. Request 

messages are sent out among the neighbours throughout 

the route discovery phase till they arrive at their 

destination [12]. An intermediate node checks the routing 

table when it receives a route request. A route reply packet 

is returned if there is a viable path. A packet is routed to 

the following intermediate node if not. iii) Hybrid Routing 

Protocols combine reactive and proactive routing 

strategies. It is referred to as a hybrid routing protocol for 

this reason. Nodes are typically considered to be in a 

routing zone if they are located in a topographical region 

or in a pre-established region. With hybrid routing 

systems, proactive communication occurs within the 

routing zone while reactive communication occurs across 

zones [13]. 

What follows is the outline for the rest of the paper. The 

related work is briefly described in part 2, and the 

methodology and the theoretical foundations of the 

methods used are described in section 3. The simulation 

results and analysis are presented in section 4. For the 

chapter’s final section, “key findings” we summarize the 

most important results. 

2. Past Related Work 

In a MANET, nodes can take on the roles of a source, 

destination, or intermediary node. They can send, receive, 

or forward packets in each of these scenarios. To send and 

receive packets, power is required. Less powerful hosts 

will soon lose power, and if these nodes are connected to 

a route, they will result in route failure. The goal of this 

work is to reduce energy usage in ant colony routing 

(ACR). By transferring packets through less congested 

pathways, the protocol that has been created will also take 

signal strength into account when switching between 

alternate paths and lessen the latency [14].  

The Ant Colony Optimization approach is based on 

swarm intelligence, which makes use of foraging ants in 

nature to choose the best course. A group of academic 

researchers first suggested using this optimization 

method. These algorithms are created using two different 

kinds of ants. They are respective Reverse and Forward 

ants. Ants moving forward start their journey from the 

sender node and move toward the destination [15]. At 

each intermediate node during the traverse, the forward 

ant gathers crucial information. After they reach their 

target, forward ants are wiped out and backward ants are 

created. The backward ant changes the pheromone 

concentration at each intermediate host while applying the 

learning from the forward voyage. By transmitting FANT 

reactively, the ARA protocol overcomes the problem of 

excessive control overhead in distribution [16]. This 

protocol cannot significantly reduce the overhead because 

it assumes that the traffic is balanced. The SARA uses a 

different strategy. Additionally, it distributes FANTs to 

nearby nodes while allowing a selected host to redistribute 

the FANT once more. A controlled neighbour broadcast is 

what this is. Additionally, the protocol anticipates that 

there is an imbalance in communication and uses super 

FANT to balance the pheromone level near the link [17]. 

A team of researchers has proposed an improved version 

of the ARA protocol called Ant HocNet. Contrary to the 

maintenance method, this protocol is different. Here, the 

sender host sends proactive FANT (PFANT) to its close 

neighbour on a frequent basis to assess the link quality. 

PFANTS are distributed more slowly in order to find new 

routes. HOPNET is a cantered protocol that is another 

method. Depending on the wireless radius, it divides the 

surroundings into different parts [18]. While 

communicating across regions, the proactive approach is 

used internally and the reactive approach externally. As 

AODV and ACO combine, MRAA is created. Here, inter-

node pathways are created using ACO while AODV is 

used during a path search operation. The protocol survives 

while storing and maintaining the standby path, but it 

shows less delay and overhead. I-ACO employs two 

techniques to keep the host's pheromone levels high. 

Transition probability and directional probability are these 

processes [19]. Although the protocol demands higher 

control overhead and uses more resources, it reduces delay 

and improves packet delivery. A reactive region-based 

protocol called POSANT. Depending on where the source 

and destination hosts are located, this protocol divides the 

area around a host into 3 sections. FANT advances 

through each area as it looks for a way. Due to its inability 

to preserve host locations, the protocol suffers. Since the 

objective shifts quickly, it is challenging to distribute 

regions [20]. 

According to a group of scientists, MRP protocols operate 

according to the clustering theory. It establishes many 

routes between the cluster head and sinks after electing a 

node with high power as the cluster head. It chooses a 

communication path based on power and other factors 

[21]. It has been discovered that the protocol reduces 

power consumption and keeps the path open for longer. 

Nevertheless, the protocol does not adequately address 
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pheromone depletion and motion-based connection 

failures. E- AOMDV builds various pathways between the 

communication nodes while utilizing hop count and 

power efficiency [22]. When determining the path, it takes 

into account the power factors of all the hosts in the path. 

It is discovered that Protocol offers a longer lifespan than 

AOMDV. With ACO's positive acknowledgments, 

ACECR selects the best course of action. The protocol 

chooses the active path based on distance, mean power, 

and least power. It extends the life of communication and 

efficiently uses energy [23]. 

Researchers have proposed POSANT, which uses 

positional data and ant colony optimization to shorten the 

time needed to determine the path. Additionally, fewer 

control messages are sent. The protocol assumes that hosts 

are aware of their surroundings, including their immediate 

surroundings. As recommended by another group, EMP-

DSR selects the active route based on connection stability 

and FANT duration [24]. It employs a regional repair 

method. DSR, which selects the close-by nodes to reroute 

lost paths. Sadly, the protocol necessitates more resources 

and increases overhead. As a result, efficiency suffers. In 

addition, there are issues with increased congestion and 

incorrect management of lost connections as a result of 

host failure [25]. 

3. The Objective of the Work 

1. To optimize routes using nature-inspired algorithms 

that take signal strength, traffic, and host power into 

account. 

2. Use simulation to evaluate and contrast the performance 

of the improved algorithms with those of the baseline 

methods. 

4. The Projected Work: 

In a MANET, any node can act as a source, a sink, or an 

intermediate node. Each of these scenarios allows for 

packet transmission, reception, and forwarding. To 

transmit and receive packets, energy is required. Those 

hosts with weaker batteries will run out of juice sooner, 

which can bring down the entire route if those nodes are 

integral to it. In this section, we will discuss how to reduce 

Ant Colony Routing's power usage (ACR). To further 

reduce delays, the newly designed protocol will take 

signal intensities into account while choosing between 

available channels. 

The network is modelled in the Simple Ant Routing 

Algorithm (SARA) as a weighted graph with V vertices 

and E edges. The notation for this is G = (V, E). Adj[u] is 

an adjacency list that every node uses to keep track of its 

neighbours. This directory is constantly updated through 

neighbouring nodes exchanging HELLO messages. The 

routing table stores information such as the final 

destination, the next hop, and the total number of hops. In 

SARA, only one neighbour is allowed to forward the 

FANT, thanks to the application of control neighbour 

broadcast. If the ant stops at a node along the way that has 

a convincing path to the final destination, or is itself the 

final destination, a BANT will be produced. The BANT 

makes its way back to the node that sent it. As a control or 

data message travels along a network, the pheromone 

level at each node increases by. Then, after a time lag of, 

its value is reduced. Nevertheless, transmission does not 

account for the node's remaining power. Whenever a node 

sends or receives a packet, it loses energy. Consequently, 

a longer lifespan for a node means that it can keep the 

route going for longer. In this method, the route's 

steadiness can be strengthened. 

The residual power of the host is based on the energy's 

evolution from the beginning to the present. Here's how 

it's compared: 

𝐸𝑐 = 𝐸𝑖 − 𝐸𝑐𝑜                                                               (1) 

The node uses power when sending packets Et, receiving 

packets Er, and eavesdropping on packets Eo. Thus, the 

amount of energy used is equivalent to (2). In most cases, 

Eo is irrelevant and is not given any thought during 

proceedings. 

𝐸𝑐𝑜 = 𝐸𝑡 + 𝐸𝑟 + 𝐸𝑜                                                    (2) 

 

Table 1: Simulation background for protocols comparison. 

Parameter  Value 

Dimension 1000X1000 sq. m. 

Node Count 10-90 

Connection Count 5-60 

Source Type CBR 

Packet size  512 Bytes 

Buffer Size  50 packets 
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MAC layer 802.11b 

Simulation Model Random way point 

Propagation radio model 2 ray ground 

Maximum speed 20 m/s 

Pause Time 20s 

Interval time to send 2 packets/s 

Simulation time 100 sec 

Transmission power  0.7 packets/joule 

Reception power 0.3 packets/joule 

 

It appears that SARA and ESARA's routing workload 

increases when more nodes are added to the network. 

When there are fewer nodes in ESARA, the routing 

workload increases. This is because ESARA may fail to 

detect nodes with higher energy and a greater need for 

control packets during transmission if they are in a sparse 

environment. ESARA, on the other hand, chooses reliable 

nodes that send out minimal control packets as the number 

of nodes in the network grows. 

5. Result and Discussion: 

Throughput and packet delivery rate (PDR) for different 

nodes in the presence and absence of outliers are analysed 

and compared with the current method. Since the 

maximum number of nodes are taking part in the activities 

of the network, it is determined that the throughput 

improves with an increase in the number of nodes. The 

suggested network scenario has throughput within the 

threshold limits while there are no outliers, and throughput 

below the lower worthy threshold limit when there are 

outliers. 

5.1. PDR (Packet delivery ratio): PDR is the ratio of 

packets received to packets sent. The primary success of 

wireless networks is the transmission of packets. As far as 

PDR is concerned, this delivery ratio is a success. 

𝑃𝐷𝑅 =
𝑅𝑒𝑐𝑖𝑒𝑣𝑒𝑑 𝑃𝑎𝑐𝑘𝑒𝑡 𝐶𝑜𝑢𝑛𝑡

𝐷𝑒𝑙𝑖𝑣𝑒𝑟𝑒𝑑 𝑃𝑎𝑐𝑘𝑒𝑡 𝐶𝑜𝑢𝑛𝑡
                                            (7) 

 

5.2. Throughput: The throughput is the rate at which data 

packets are successfully relayed from the sending node to 

the receiving node. 

𝑇ℎ𝑟𝑜𝑢𝑔ℎ𝑝𝑢𝑡 =  
𝐹𝑜𝑟𝑤𝑎𝑑𝑒𝑑 𝑑𝑎𝑡𝑎

𝑇𝑟𝑎𝑛𝑠𝑚𝑖𝑠𝑠𝑖𝑜𝑛 𝑡𝑖𝑚𝑒
                                           (8) 

5.2. End-to-end delay: Reducing Reduced power 

consumption and increased reliability are two benefits of 

end-to-end (E2E) delay. Hence, less time spent waiting 

improves both efficacy and dependability. E2E delay 

measures how long it takes for a packet to go from one 

node to another. Time spent on tasks such as data 

processing, transmission, and reception are all factored 

into the end-to-end delay. 

𝐸𝑛𝑑 𝑡𝑜 𝑒𝑛𝑑 𝐷𝑒𝑙𝑎𝑦 =

𝑇𝑖𝑚𝑒 𝑓𝑜𝑟 (𝐷𝑎𝑡𝑎 𝑡𝑟𝑎𝑛𝑠𝑚𝑖𝑠𝑠𝑖𝑜𝑛 + 𝐷𝑎𝑡𝑎 𝑝𝑟𝑜𝑐𝑒𝑠𝑠𝑖𝑛𝑔 +

𝐷𝑎𝑡𝑎 𝑑𝑒𝑙𝑖𝑣𝑒𝑟𝑦 )       (9) 

All these evaluation parameters are calculated for above 

mentioned routing protocols and compared the 

effectiveness of proposed routing protocols with existing 

ones. 

Table II: Evaluation of proposed method with existing model based on different parameters. 

Node 

Count 

Throughput (Kbps) End to End Delay 

(ms) 

PDR (%) Energy Consumed 

(J) 

SARA ESARA SARA ESARA SARA ESARA SARA ESARA 

10 190.02 189.15 236.42 236.12 99.24 99.35 7.89 7.63 

30 226 226.14 245.48 244.57 98.89 99.16 15.27 14.82 

50 249.12 250.54 220.43 218.67 99.48 99.57 24.43 24.03 

70 260.28 264.18 237.28 236.49 99.67 99.75 34.58 34.16 

90 252.41 253.83 215.83 213.56 99.73 99.87 43.52 42.19 
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Fig II: Throughput and End-to-End delay enactment Comparison of the proposed method. 

 

Fig III: PDR (%) enactment Comparison of the proposed method. 

When choosing a path, ESARA ignores congestion. This 

causes longer latencies in data transmission. When hosts 

increase, experimental results suggest that latency 

decreases. In contrast, ESARA's simulation delay is very 

imperceptible. Table II and Figure II demonstrate that 

ESARA has a shorter latency than SARA. 

It was found that ESARA increases the quantity of packets 

transferred as more nodes are introduced into the 

ecosystem. This is because ESARA is able to find a more 

reliable path and send more packets when there is a large 

increase in the number of hosts sending data. Figure III 

displays the outcome of the simulation. If there are enough 

nodes, ESARA's throughput is much higher. As seen in 

diagram II, network throughput improves as more nodes 

are added. The average amount of energy used by ESARA 

is shown in diagram IV. 
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Fig IV: Energy Consumed enactment Comparison of the proposed method. 

The findings indicate that ESARA uses less energy than 

its predecessor. When ESARA disperses the data packets 

over the network, it steers clear of the nodes with the 

lowest residual energies. As a result, the network nodes' 

residual energies drop across the board. The results 

indicated that the proposed protocol had better PDR even 

when the network was fairly crowded. Throughput 

predominated when the routing overhead was minimised. 

Simulation results demonstrate that while SARA 

performed well for low-to-medium node counts, ESARA 

outperformed it for higher-to-extreme node counts. 

6. Conclusion:  

The lack of a single authority figure is what sets MANET 

apart. The route is decided at each node independently. 

The network's hosts collaborate to facilitate 

communication. By mimicking their foraging behaviour, 

ant colonies use the Ant Colony Optimization (ACO) 

approach to lay down a superior path between the origin 

and destination hosts. Ant agents are used in these 

protocols to aid the intermediary node in its path selection 

process. Here, all of the intermediate nodes work together 

to facilitate communication. As a result, the MANET is a 

perfect fit for the ant colony optimisation method. An 

optimal route can be attained with the use of ACO by 

considering factors like available bandwidth, congestion, 

and available residual energy. 

In this study, we explore some potential ways in which the 

ACO protocol's implementation could be enhanced. In the 

first phase, we balanced the energy by picking the nodes 

with the highest residual energy. Measurements of queue 

length are made later on to evaluate connection 

congestion. The adjustment was shown to increase 

throughput and decrease latency. The energy needed for 

talking was lowered as a side effect of this procedure. The 

Simple Ant Routing Protocol is one such protocol that has 

seen enhancements. At first, a new protocol called Energy 

Aware Simple Ant Routing Algorithm (ESARA) was 

developed in which the node's energy consumption was 

factored into the cost function. It was discovered that the 

adjustment boosted the packet delivery ratio and 

decreased routing overhead. Such an adjustment also 

helped boost communication throughput. It was observed 

that ESARA's performance improved even when the 

number of hosts increased. 
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Abstract

The accurate prediction of cardiovascular disease is an essential and challenging task to

treat a patient ef�ciently before occurring a heart attack. In recent times, various

intelligent healthcare frameworks have been designed with different machine learning

and swarm optimization techniques for cardiovascular disease prediction. However, most

of the existing strategies failed to achieve higher accuracy for cardiovascular disease

prediction due to the lack of data-recognized techniques and proper prediction

methodology. Motivated by the existing challenges, in this paper, we propose an

intelligent healthcare framework for predicting cardiovascular heart disease based on

Swarm-Arti�cial Neural Network (Swarm-ANN) strategy. Initially, the proposed Swarm-
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ANN strategy randomly generates prede�ned numbers of Neural Networks (NNs) for

training and evaluating the framework based on their solution consistency. Additionally,

the NN populations are trained by two stages of weight changes and their weight is

adjusted by a newly designed heuristic formulation. Finally, the weight of the neurons is

modi�ed by sharing the global best weight with other neurons and predicts the accuracy

of cardiovascular disease. The proposed Swarm-ANN strategy achieves 95.78% accuracy

while predicting the cardiovascular disease of the patients from a benchmark dataset. The

simulation results exhibit that the proposed Swarm-ANN strategy outperforms the

standard learning techniques in terms of various performance matrices.
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I. Introduction
Video monitoring in metropolitan areas is used today for crowd behavior research to pinpoint
precise locations of events. Video surveillance of crowds, including pedestrian detection,
congestion recognition, and overcrowding prediction, has been shown to be useful in smart cities
[1], [2]. As a result of this link between congestion and social and urban transportation issues, the
latter may impede the free movement of automobiles in cities. With the advent of smart
technologies for UTSs [3], [4], [5], crowded areas are now monitored by various cameras, including
CCTVs. Due to the rarity of unusual occurrences, monitoring crowds and preventing traffic jams in
vehicles is difficult as well. It is possible for congestion to act in unexpected ways in different
people. Detecting overpopulation and observing human behavior is essential for preventing issues
like the emergence of abnormal population behavior in urban settings [6]. Nevertheless, a
continuous and real-time automated monitoring system based on social computing is needed to
prevent mistakes caused by operator fatigue and inefficiency [7]. The ability to recognize congestion
in traffic conditions to save energy and time is one of the distinctive social systems that can
enhance vehicle safety and traffic management. Smart cities require crowd flow prediction (CFP) to
assist UTS in making itineraries and avoiding congestion. An urban transport system plays an
important role in enhancing urban mobility in a smart city [8], [9]. The implementation of connected
and autonomous vehicles (CAVs) and UTS operations as intelligent city infrastructure is possible
with connected and autonomous vehicles. By using machine learning methods to determine
overpopulation, we can develop better and more effective density management tactics [10], [11],
[12], [13].
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Abstract 

This research paper delves into the transformative impact of Artificial Intelligence (AI) on Internet of Things 

(IoT)-based healthcare systems. As healthcare continues to evolve with technological advancements, 

integrating AI into IoT frameworks presents a promising frontier for enhancing patient care, diagnosis, 

treatment, and overall healthcare management. This paper examines current IoT applications in healthcare and 

explores how AI can augment these systems to improve accuracy, efficiency, and patient outcomes. Through a 

comprehensive literature review, case studies, and analysis of emerging trends, this study identifies key areas 

where AI-powered IoT systems can revolutionize healthcare practices. It also addresses the challenges and 

ethical considerations in implementing such technologies, including data privacy and security. The findings 

underscore the potential of AI in optimizing IoT-based healthcare systems, paving the way for more 

personalized, efficient, and accessible healthcare solutions. This research contributes to the growing body of 

knowledge in the field and outlines future directions for innovation and research in AI-enhanced healthcare 

technologies. 

Keywords: Artificial Intelligence (AI), Healthcare Technology, AI in Healthcare, Data Privacy in Healthcare, 

Healthcare System Innovation, Digital Health, AI and IoT Integration. 

 

 

1. Introduction 

The integration of the Internet of Things (IoT) in healthcare has marked a revolutionary shift in the way 

medical services are delivered and managed. IoT in healthcare refers to the network of physical devices, like 

wearable sensors and medical equipment, connected to the internet for data collection, exchange, and 

analysis[1]. This technology has enabled remote monitoring of patients, real-time data access, and improved 

patient engagement and care. It has also facilitated efficient resource management in healthcare settings, thereby 

enhancing the overall quality of healthcare services. 

Artificial Intelligence (AI) has emerged as a pivotal technology in modern healthcare systems, driving 

innovations in diagnosis, treatment planning, and patient care management. AI algorithms can analyze complex 

medical data, recognize patterns, and provide insights that assist healthcare professionals in making informed 

decisions[2]. The application of AI ranges from predictive analytics in patient care to the development of 

personalized medicine, and it plays a crucial role in research and drug discovery. 
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Figure.1:IoT  Bases Healthcare System 

 

Artificial Intelligence (AI) and the Internet of Things (IoT) together bring a transformative power to 

physical objects and equipment, enabling them to perceive, analyze, and act. These "smart" objects 

communicate through data exchange, effectively sharing their insights. This fusion, known as AIoT, turns once 

ordinary devices into intelligent entities[3]. By connecting them to the Internet using embedded devices, Internet 

protocols, sensor networks, and communication protocols, AIoT elevates the functionality of these objects. 

In the healthcare sector, AIoT is revolutionizing services. It supports electronic health systems, telecare 

networks, diagnostics, prevention, rehabilitation, and patient monitoring. Key components like Wireless Body 

Area Networks and Radio Frequency Identification systems play a vital role in IoT, although they are not 

strictly essential[4]. Research has shown the feasibility of remote health monitoring, highlighting its potential to 

significantly enhance healthcare delivery in various scenarios. Remote monitoring, for instance, allows for 

home-based observation of non-critical patients, easing the strain on hospital resources like staff and beds. This 

approach not only alleviates pressure on healthcare facilities but also extends healthcare access to elderly 

individuals living independently[5], enhancing their quality of life. Essentially, AIoT in healthcare can broaden 

access to medical services, reduce the burden on healthcare systems, and empower individuals to take greater 

control of their health over time. Figure 1 in the document illustrates various AIoT-based healthcare devices. 
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Figure.2: IoT& AI Integrated Health Care Module 

 

As healthcare devices become more interconnected, they generate diverse scenarios that require various 

management strategies. One intriguing possibility is the use of data from health-monitoring devices by insurance 

companies to aid in underwriting and operational tasks. This data can be instrumental in detecting and assessing 

potential fraud claims and identifying individuals who may benefit from specific treatment procedures[6]. 

Insurance Information Technologies (IIT) stand to benefit both insurers and customers. These technologies are 

not limited to standard underwriting and pricing; they also play a crucial role in risk assessment. Customers gain 

transparency, as they can view the information that informs each decision, promoting a data-driven approach[7]. 

This transparency fosters an understanding of the rationale behind each decision made by an insurance firm. A 

typical AIoT-based healthcare system, illustrating this interplay, is depicted in Figure 2. Insurance companies 

are exploring ways to incentivize clients for their participation and contribution of health data via AIoT devices. 

Such initiatives could enhance treatment adherence and compliance levels among clients using these devices. 

Insurers might offer rewards for measurable health-related activities that clients can control, aiding in their 

efforts to minimize liability claims. Additionally, IoT data collection devices could be used to streamline the 

handling and verification of insurance claims, potentially simplifying the process for both clients and insurance 

firms. 

The integration of AI with IoT in healthcare holds immense potential for transforming the healthcare 

industry[8]. By combining AI's analytical prowess with IoT's extensive data-gathering capabilities, this 

integration can lead to more accurate diagnoses, predictive analytics for preventive care, and personalized 

treatment plans[9]. It promises to enhance patient outcomes by enabling real-time, data-driven decision-making 

and automating routine tasks, which can reduce the workload on healthcare providers and improve the 

efficiency of healthcare systems. This synergy of AI and IoT could be particularly impactful in managing 

chronic diseases, elderly care, and in areas with limited access to healthcare facilities. The paper aims to explore 

these aspects in detail, highlighting the transformative power of AI in IoT-based healthcare systems and the 

challenges that need to be addressed to realize its full potential. 

 

2. Literature Review 

The literature reveals a growing interest in the deployment of IoT in healthcare. Studies such as [1] 

have detailed how IoT devices like wearable sensors, remote monitoring tools, and connected medical devices 

are revolutionizing patient care. These devices collect vital data, which is used for continuous patient 

monitoring, thereby preventing hospital readmissions and aiding in chronic disease management. However, 
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research by [10] highlights concerns regarding data security and privacy in IoT-enabled healthcare systems, 

underscoring the need for robust security protocols. 

The application of AI in healthcare is extensively documented in literature, showcasing its role in 

diagnostic procedures, treatment planning, and predicting patient outcomes. Pioneering studies, such as those by 

[11], demonstrate AI's capability in analyzing medical images and patient data to identify diseases with higher 

accuracy than traditional methods. AI's predictive analysis, as discussed in [12], is crucial in preventive 

healthcare, identifying potential health risks before they become critical. However, literature also indicates 

challenges in AI implementation, including the need for large datasets and concerns about AI's interpretability 

and decision-making process. 

 

 
Figure.3: Survey on IoT based Healthcare system 

 

Artificial Intelligence (AI) encompasses various subfields, including machine learning and deep 

learning. Machine learning involves algorithms that self-adjust to deliver desired outputs based on given inputs, 

functioning autonomously without human intervention, as illustrated in Figure 3. Deep learning, on the other 

hand, enables computers to self-learn using neural networks and unlabeled data. Deep learning employs layered 

algorithms to construct neural networks capable of learning. These multi-layered approaches provide in-depth 

insights into data. They operate through artificial neural networks, which remarkably mimic the neural networks 

of the human brain. The complexity of learning increases as more neurons and hidden layers are added, 

resembling the intricate connections in the brain. Coordinated learning models in deep learning can exclude 

certain features from a labeled training dataset for multi-layered comprehension. Convolutional Neural 

Networks (CNNs), Recurrent Neural Networks (RNNs), and particularly large-scale CNNs are pivotal in 

estimating coordinated learning processes. This article delves into the applications of deep learning in 

healthcare. It explores how deep learning can be utilized for individual disease predictions—forecasting a 

person's illness based on their medical history—and community disease predictions, which involve estimating 

the prevalence of diseases or epidemics within populations. 

A critical analysis of the literature reveals several gaps in the current technology. While IoT devices are 

efficient in data collection, their integration with healthcare systems often faces interoperability challenges, as 

noted in [13]. Similarly, while AI has shown promise in data analysis, issues related to the ethical use of AI, 

biases in AI algorithms, and the need for transparency in AI decision-making are recurrent themes in recent 

research. Furthermore, studies like [14] point out the lack of standardized regulations and guidelines for the 

combined use of AI and IoT in healthcare, which is crucial for ensuring patient safety and data privacy. 
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3. Methodology 

This research adopts a mixed-method approach, combining qualitative and quantitative analysis to 

provide a comprehensive understanding of the integration of AI in IoT-based healthcare systems. The 

methodology is structured to analyze both the technical aspects and the practical implications of this integration. 

In this study, we employed a mixed-method approach, integrating both qualitative and quantitative 

research techniques to thoroughly examine the impact of Artificial Intelligence (AI) in enhancing Internet of 

Things (IoT)-based healthcare systems. Our data collection spanned a variety of sources to ensure a 

comprehensive view.  

 

 
Figure.4: Self-sufficient therapeutic internal gadgets 

 

This included an extensive review of academic journals and papers from medical, technological, and 

scientific databases, analysis of relevant case studies demonstrating the practical application of AI in IoT 

healthcare systems, and interviews with professionals in healthcare, AI, and IoTfields[15]. The analysis 

involved a detailed content analysis of the collected literature to identify recurring themes and trends, 

comparative analysis to juxtapose different viewpoints and outcomes, and statistical analysis for quantitative 

data to discern correlations and validate hypotheses. In synthesizing our research, we integrated these findings, 

performed a gap analysis to identify areas lacking in current research, and developed a theoretical framework to 

conceptualize the interaction and implications of AI and IoT in healthcare[16]. Throughout our research, ethical 

considerations, particularly concerning data use and the confidentiality of interview respondents, were 

rigorously maintained. For over 30 million diabetic individuals in America, managing glucose levels is a 

significant concern. Traditional methods of glucose monitoring, which involve manual testing and recording, are 

time-consuming and only provide a snapshot of glucose levels at the time of testing.  
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Figure.5: Critical components of IoT data scrutiny in medical applications 

 

This approach may not be sufficient to detect sudden or dramatic changes in glucose levels. Internet of 

Things (IoT) solutions, particularly those incorporating AI and IoT (AIoT), offer a promising alternative[17]. 

These solutions enable continuous, automated glucose monitoring, alerting patients when their blood glucose 

levels deviate from normal ranges, thus reducing the need for manual record-keeping. Wireless, implantable 

devices based on AIoT technology, illustrated in Figure 4, are at the forefront of this innovation. 

Developing an AIoT system for glucose monitoring presents specific challenges. Firstly, the device 

must be small enough to be used unobtrusively[18], allowing for long-term tracking without causing discomfort 

to the patient. Secondly, it should be energy-efficient, not requiring frequent recharging. While these challenges 

are significant, they are not insurmountable. Devices that successfully address these issues have the potential to 

revolutionize how individuals with diabetes manage and control their blood sugar levels. 

Academics have contributed to the development of a reference model for Internet of Things (IoT) 

applications, particularly in the context of smart city development. Jin et al., in their research article "Creating 

an IoT Implementation for Smart Cities," outline a comprehensive framework for project planning within this 

domain. According to the article, the IoT can contribute to the development of a smart city through three 

primary perspectives: data-centric, cloud-centric, and network-centric. These approaches provide a foundational 

reference model for the creation of smart cities, accommodating the diverse range of applications and initiatives 

involved in smart development. These perspectives not only guide the development of smart cities but also 

influence various applications within them, including healthcare. Figure 5 in the article likely illustrates key 

areas where AIoT analytics are applied in medicine, demonstrating how IoT, when combined with AI, can 

enhance healthcare delivery and management within smart city frameworks. 
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Figure.6: Comprehensive analysis of the IoT platform centeredaround cloud technology 

 

The cloud-centric IoT architecture fully leverages the capabilities of cloud computing to integrate IoT 

functionalities and smart city technologies, while capitalizing on the benefits of cloud computing. In this 

architecture, sensors connected to the network generate data, which are then stored in cloud storage. This 

process is facilitated by software engineers who develop the necessary framework-supporting software. 

Furthermore, data mining and deep learning experts play a crucial role in transforming the raw data collected by 

these sensors into meaningful insights and comprehensible information. The architecture utilizes various cloud 

computing services, including Infrastructure as a Service (IaaS), Platform as a Service (PaaS), and Software as a 

Service (SaaS). One of the key features of this system is the security of the data. Data collected by sensors, the 

software that maintains the devices, and the algorithms that interpret the data are protected from public access, 

ensuring privacy and security. A cloud-based IoT architecture integrates various aspects of distributed 

computing and offers scalable storage and processing resources that can be adjusted according to need. Figure 6 

in the document likely provides a visual representation of this systematic overview, illustrating how a cloud-

centric IoT platform functions, including the integration of sensor data, cloud storage, data processing, and 

security measures. 

 

4. Challenges and Limitations 

Despite the promising potential of integrating Artificial Intelligence (AI) with the Internet of Things 

(IoT) in healthcare, several challenges and limitations have been identified. A primary concern is ensuring data 

privacy and security, as the vast amount of sensitive patient data collected by IoT devices and processed by AI 

systems is susceptible to cyber threats and breaches. This necessitates the development of advanced and robust 

security measures. Ethical considerations also play a significant role, particularly in regards to the transparency 

of AI decision-making processes and the potential for inherent biases within AI algorithms, which could lead to 

unequal treatment outcomes. The issue of interoperability arises from the diverse range of IoT devices and 
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systems, which often lack standardization, making seamless integration a complex task. The effectiveness of AI 

is heavily dependent on the quality and quantity of data, and any inadequacies here can lead to inaccurate 

outcomes. Regulatory and compliance challenges are also prominent, given the rapidly evolving nature of AI 

and IoT technologies and the need for healthcare-specific guidelines. Furthermore, the implementation of these 

technologies in healthcare settings requires substantial resources and infrastructure, which can be particularly 

challenging in low-resource environments. Lastly, patient acceptance and trust in AI-driven healthcare systems 

are crucial and can be influenced by concerns over privacy, the impersonal nature of technology, and a general 

lack of understanding of these advanced technologies. 

 

5. Case Studies and Examples 

In exploring the application of AI in enhancing IoT-based healthcare systems, we examined several 

case studies and theoretical scenarios. A key real-world application was found in a remote patient monitoring 

system, where AI-enhanced IoTwearables were used to monitor patients with chronic conditions. This system 

demonstrated how AI algorithms, analyzing data from sensors in real-time, could predict health deteriorations 

and alert healthcare providers for timely interventions. Another significant example was the use of AI in 

diagnostic tools within radiology. Here, AI algorithms, combined with IoT-enabled imaging devices, showcased 

improved accuracy in diagnoses, particularly in early detection of diseases such as cancer. We also proposed 

theoretical scenarios, such as an AI and IoT integrated smart home environment for elderly care, which could 

monitor daily activities and detect anomalies like falls, and a scenario illustrating personalized treatment plans 

through AI analysis of data from various IoT medical devices. These cases and scenarios collectively illustrate 

the profound impact AI can have in healthcare when integrated with IoT, from enhancing patient monitoring to 

personalizing treatment plans, thereby significantly improving patient care and outcomes. 

 
Figure.7: Basic technological structure for advanced healthcare solutions 

 

The health monitoring service in this system is designed to collect information from medical sensors 

attached to a patient's body as well as from the smart device of a caregiver or custodian. The heart of this system 

is the Health Monitoring Server (HMS), which acts as the controller. HMS is responsible for delivering a real-

time Individualized Healthcare Plan (IHP) based on the analysis of the patient's current health status and 

historical health records. It also generates signal notifications, warnings, and alerts during critical health 

situations. 

The system comprises several key components: 

Health Monitoring Service: This service focuses on evaluation and oversight of the patient's health, 

gathering data from the sensors and making real-time assessments. 

Hospital Service: This component aids in identifying health issues by allowing medical professionals to 

make informed decisions based on the patient's health status. They use the reports delivered by the HMS and the 

historical health records provided by the PRMC. 

Patient Record Management Center (PRMC): The PRMC acts as a central repository for all health 

records and data of patients. It maintains the digital health records, including ongoing health conditions, and 



TuijinJishu/Journal of Propulsion Technology  
ISSN: 1001-4055   
Vol. 44 No. 5 (2023)  
__________________________________________________________________________________________ 
 

3181 
 

shares necessary information with other connected systems. The PRMC is crucial for storing personal records, 

including past health data. 

Local Storage: In addition to the PRMC, the health monitoring service includes local storage, which 

holds the patient's medical history and health records. This storage is essential for a streamlined technology 

architecture in smart healthcare services. 

 
Figure.8: Foundational elements of a healthcare system in a smart city, with IoT integration 

 

Patient Central Electronic Health Record (PC-EHR): This versatile storage system contains the patient's 

past health records and detailed personal information like name, address, phone number, etc. 

Figure 7 in the document likely illustrates how these components interact within the smart healthcare 

service, showing the flow of information from the sensors to the HMS, and then to the PRMC and hospital 

services, outlining the comprehensive data management and analysis process in the health monitoring system. 

The concept of smart city healthcare represents a paradigm shift for traditional cities, as they integrate 

conventional medical devices and equipment with smart solutions and Information and Communication 

Technology (ICT). These technologies are pivotal in enabling smart cities to offer high-quality healthcare 

services to their citizens. The primary objectives of a smart city in the context of healthcare include enhancing 

the quality of living, maintaining high standards of healthcare service, and fostering more favorable living 

conditions for its residents. A specific model is required to develop and deliver innovative and efficient 

healthcare services. 

As depicted in Figure 8, various systems, architectures, and frameworks collaborate towards a unified 

goal, implementing the essential elements of an IoT-enabled smart city healthcare system. Smart services in 

such a city are categorized into six main components: (i) smart economies, (ii) smart environments, (iii) smart 
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governments, (iv) smart people, (v) smart mobility, and (vi) smart living. Each of these components 

encompasses a range of services that collectively contribute to a more comfortable, luxurious, and efficient 

living environment. They also empower citizens to actively participate in activities that meet their needs and to 

be engaged members of the community. In a smart city, citizens interact with a multitude of smart devices to 

access and use these services. This setup forms an intricate network configuration where a significant amount of 

personal data is transmitted via the Internet. The usefulness of such a system became particularly evident during 

the COVID-19 pandemic. For example, in February 2020, prior to the outbreak, there were approximately 1,000 

virtual medical visits recorded. However, during the peak of the pandemic in April, this number surged to 

between 3,000 and 3,500 visits per day. Telemedicine facilities, a crucial component of smart healthcare, played 

a significant role in providing treatment while enabling patients to adhere to social distancing guidelines, 

thereby reducing the risk of infection during the outbreak. 

 

 
Figure.9: Basic building blocks of an IoT-enhanced healthcare system 

 

In our evaluation of ECG arrhythmia classification, we utilized the MIT dataset, dividing it into two 

subsets known as DS1 and DS2. These divisions were made from both an inter-patient and intra-patient 

viewpoint. 

Inter-Patient Viewpoint: This approach separates datasets in such a way that different patients are used 

for development and testing. This ensures that the classification model is evaluated on a diverse set of patients, 

reducing bias. 

Intra-Patient Viewpoint: In this split, datasets include ECG readings from patients with similar 

characteristics. This can be useful for evaluating the model's performance within specific patient groups. 

To achieve unbiased and accurate classification, we adopted a persistent worldview that considers 

disparities in patient information. Initially, we trained the ECG classifier using 51,020 ECG tests from a wide 

range of patients, creating a classifier with a broad perspective (referred to as "between persistent"). 

Using DS2, the classification results were found to be acceptable. Table 1 provides details of the ECG 

test selections and their corresponding scores within a heterogeneous network. However, it's important to note 

that in this early stage, there is a prevalence of correct classifications, as indicated in the disordered grid. 
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Due to the vast amount of data used for classifier training and the significant variations in ECG 

morphologies across patients, the accuracy may not be sufficient for clinical applications. Additionally, the 

model was not specifically designed for monitored patients. 

To improve accuracy, our strategy involves retraining the classifier using ECG tests from the patient in 

question as well as data from other patients. This approach aims to refine the model's performance. The 

proposed system architecture is illustrated in Figure 9, showcasing the framework for this process. 

 

6. Discussion 

The findings from our literature review and case studies paint a comprehensive picture of the 

burgeoning role of Artificial Intelligence (AI) in enhancing Internet of Things (IoT)-based healthcare systems. 

The integration of AI with IoT technologies has been shown to significantly improve patient care, primarily 

through advanced diagnostic tools, personalized treatment plans, and effective patient monitoring systems. 

These advancements highlight AI's potential in revolutionizing healthcare delivery by facilitating more accurate 

diagnoses, enabling proactive health management, and tailoring treatments to individual patient needs. 

However, our research also brings to light significant challenges that need addressing. These include concerns 

around data privacy and security, given the sensitive nature of health data processed by AI and IoT systems. The 

issues of interoperability between diverse IoT devices and the need for transparent and ethical AI decision-

making processes also stand out as critical areas for improvement. Furthermore, our study underscores the 

importance of developing robust regulatory frameworks and standards for AI and IoT in healthcare, ensuring 

patient safety and data privacy. The discussion of these findings indicates a clear need for continued innovation 

and research in this field, emphasizing the necessity to balance technological advancement with ethical, security, 

and regulatory considerations to fully harness the potential of AI in IoT-based healthcare systems. 

 

7. Conclusion 

In conclusion, this research has highlighted the significant potential of Artificial Intelligence (AI) in 

enhancing Internet of Things (IoT)-based healthcare systems. The integration of AI with IoT technologies 

promises to revolutionize healthcare by improving diagnostic accuracy, enabling real-time patient monitoring, 

and facilitating personalized treatment plans. These advancements suggest a future where healthcare is more 

proactive, efficient, and patient-centric. However, the realization of this potential is not without challenges. 

Issues surrounding data privacy and security, ethical considerations in AI implementation, interoperability 

among IoT devices, and the need for comprehensive regulatory frameworks have emerged as critical areas 

requiring further attention and resolution. Addressing these challenges is essential for the successful and ethical 

integration of AI and IoT in healthcare. As technology continues to evolve, ongoing research and development 

in this field are imperative to ensure that AI and IoT technologies are leveraged effectively and responsibly to 

improve healthcare outcomes while safeguarding patient data and rights. Thus, while AI and IoT hold great 

promise for transforming healthcare, a balanced approach that considers both the technological possibilities and 

the associated challenges is crucial for their successful and sustainable implementation in healthcare systems. 
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Abstract

Advances in arti�cial intelligence have led to a surge in digital forensics, resulting in

numerous image manipulation and processing tools. Hackers and cybercriminals utilize

these techniques to create counterfeit images and videos by placing perturbations on

facial traits. We propose a novel defensive framework that employs temporal and spatially

aware features to ef�ciently identify deepfakes. This paper utilizes the facial landmarks in

the video to train a self-attenuated VGG16 neural model to obtain the spatial attributes.

Further, we generate optical �ow feature vectors that extract temporal characteristics

from the spatial vector. Another necessity of deepfake detection systems is the need for

cross-dataset generalization. We built a custom dataset comprising samples from
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FaceForensics, Celeb-DF, and Youtube videos. Experimental analysis shows that the

system achieves a detection accuracy of 98.4%. We evaluate the robustness of our

proposed framework under various adversarial settings, employing the Adversarial

Robustness Toolbox, Foolbox, and CleverHans tools. The experimental evaluation shows

that the proposed method can classify real and fake videos with an accuracy of 74.27%

under diverse holistic conditions. An extensive empirical investigation to evaluate the

cross-dataset generalization capacity of the proposed framework is also performed.
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